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Introduction

This project, which started on January 1, 2000, was funded by NASA Glenn Research
Center for duration of one year. The deliverables of the project included the following
tasks:

Study of QoS mapping between the edge and core networks envisioned in the Next
Generation networks will provide us with the QoS guarantees that can be obtained
from next generation networks.

Buffer management techniques to provide strict guarantees to real-time end-to-end
applications through preferential treatment to packets belonging to real-time
applications. In particular, use of ECN to help reduce the loss on high bandwidth-
delay product satellite networks needs to be studied.

• Effect of Pnodtized Packet Discard to increase goodput of the network and reduce
the buffering requirements in the ATM switches.

• Provision of new IP circuit emulation services over Satellite IP backbones using
MPLS will be studied.

= Determine the architecture and requirements for internetworking ATN and the Next
Generation Intemet for real-time applications.

Progress

The work of this project has been reported in the following six papers/reports, as listed
below. Copies of all the papers are attached to this final report.

1. H. Su and M. Atiquzzaman, "End-to-end QoS for Differentiated Services and ATM
Internetworking", 9th International Conference on Computer Communication and
Network, October 16-18, 2000, Las Vegas, Nevada.

2. H. Bai, M. Atiquzzaman and W. Ivancic, "Achieving End-to-end QoS in the Next
Generation Internet: Integrated Services over Differentiated Service Networks",
submitted to 2001 IEEE Workshop on High Performance Switching and Routing, May
29-31, 2001, Dallas, Texas USA.

3. H. Bai, M. Atiquzzaman and W. Ivancic, "Achieving QoS for Aeronautical
Telecommunication Networks over Differentiated Services", submitted for publication as
Technical Report, NASA Glenn Research Center.

4. A. Durresi, S. Kota, M. Goyal, R. Jain, V. Bharani, "Achieving QoS for TCP traffic in
Satellite Networks with Differentiated Services", Accepted in Journal of Space
Communications.



5. C. Liu and R. Jain, "Improving Explicit Congestion Notification with the Mark-Front
Strategy", Computer Networks, vol 35, no 2-3, pp 285-201, January 2001

6. C. Liu and R. Jain, "Delivering Faster Congestion Feedback with the Mark-Front
Strategy", International Conference on Communication Technologies (ICCT 2000),
Beijing, China, August 21-25, 2000.

Presentations

The investigators have presented their progress at two presentations at NASA Glenn
Research Center. Copies of the slides from the presentation are attached to this final
report.

Conclusion

The project has completed on time. All the objectives and deliverables of the project
have been completed. Research results obtained from this project have been published
in a number of papers in journals, conferences and technical reports.
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Hongjun Su Mohammed Atiquzzaman
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Email: suhongju@flyernet.udayton.edu atiq@udayton.edu

Abstract--The lnternet was initially design for non real-time data
communicationsand hence does not provide any Quality of Service
(QoS).The next generationInternetwill becharacterizedby highspeed
and QoS guarantee. The aim of this paper is to developa prioritized
early packet discard (PEPD)scheme for ArM switches to provideser-
vice differentiation and QoS guarantee to end applications running
overnext generationInternet. TheproposedPEPD schemediffersfrom
previousschemes by taking into account the priority of packets gener-
ated from differentapplication. Wedevelop a Markovchain model for
the proposedscheme and verify the model withsimulation. Numerical
results show that the resultsfrom the model and computer simulation
are in close agreement. Our PEPDscheme provides servicedifferenti-
ation to the end-to-endapplications.

Keyword_--Differentiated Services, TCP/IP-ATMInternetworking,
End-to-endQoS,Queue analysis,analytical model, performanceevalu-
ation,Markovchains.

I. INTRODUCTION

With quick emergence of new Internet applications, ef-

torts are underway to provide Quality of Service (QoS) to
the Internet. Differentiated Services (DS) is one of the ap-

proaches being actively pursued by the lnternet Engineering
Task Force (IETF) [1], [2], [3], [4], [5]. It is based on ser-
vice differentiation, and provides aggregate services to the

various application classes. DS has defined three service
classes. When running DS over ATM (which is implemented

by many Internet service providers as their backbones), we

need proper services mapping between them. Premium Ser-
vice requires delay and loss guarantees, and hence it can be
mapped to the ATM Constant Bit Rate (CBR) service. As-
sured Service only requires loss guarantees and hence can be

mapped to ATM Unspecified Bit Rate (UBR) service with
Cell Loss Priority (CLP) bit set to zero. The Best Effort ser-

vice does not require any loss or delay guarantee and can be

mapped to the ATM UBR service with CLP bit set to one.
It has been shown that lnternet may loss packets during

high load periods, even worse is that it may suffer conges-

tion collapse [6], [7]. Packets loss means all of the resources
they have consumed in transit are wasted. When running DS

over ATM, packets loss may lead to more serious results.
Because messages will be break into small fix size packet

(call cells), one packet loss will lead to the whole message
be transmitted again [8]. This makes the congestion scenario
even worse. Transmitting useless incomplete packets in a

congested network wastes a lot of resource and may result in

a very low goodput (good throughput) and poor bandwidth

1This work was supported by NASA grant no. NAG3-2318and Ohio
Board of Regents ResearchChallengegrant

utilization of the network. A number of message based dis-

card strategies have been proposed to solve this problem [8],
[9], [101, [1 1]. These strategies attempt to ensure that the

available network capacity is effectively utilized by preserv-

ing the integrity of transport level packets during congestion
periods. Early Packet Discard (EPD) strategy [8] drops en-
tire messages that are unlikely to be successfully transmitted

prior to buffer overflow. It prevents the congested link from
transmitting useless packets and reduces the total number of

incomplete messages. EPD achieves this by using a thresh-
old in the buffer. Once the queue occupancy in the buffer
exceeds this threshold, the network element will only ac-

cept packets that belong to a message that has at least one

packet in the queue or has already been transmitted. Also
per-VC based EPD schemes [12], [131 are proposed to solve
the fairness problem that a pure EPD may suffer when virtual
circuits compete for the resource. Although EPD can im-

prove the goodput at a network switch, it does not distinguish

among priorities of different applications. Previous studies
on EPD have assumed a single priority of all ATM psckets,
and thus fail to account for the fact that ATM packets could

have priority and need to be treated differently. Without a
differentiation between the packets, end-to-end QoS guar-
antee and service differentiation promised by DS networks

cannot be ensured when packets traverse through an ATM

network. The objective of this study is to developed message
based discarding scheme which will account for priority of

packets and will be able to provide service differentiation to
end applications.

In this paper,we propose a prioritized EPD (PEPD)
scheme which can provide the necessary service differen-

tiation needed by the future QoS network. In the PEPD
scheme, two thresholds are used to provide service differen-

tiation. We have developed Markov chain models to study

the performance of our proposed scheme. The effective-
ness of PEPD in providing service differentiation to the two
classes of ATM packets coming from a DS network is esti-

mated by the model and then validated by results obtained
from our simulation. We measure the goodput, packet loss

probability and throughput of the two service classes as a
function of the load. Given a QoS requirement for the

two service classes, our model can predict the size of the

buffer required at the ATM switches and the value of the two
thresholds to be used to achieve the target QoS. This model

can provide a general framework for analysis of networks

carrying messages from applications which require differen-



tial treatment in terms of Quality of Service (QoS).

Thc rest of this paper is organized as follows. Section II

lists the assumptions used in the model. Section III con-

structs a Markov chain model to analyze our proposed PEPD

scheme. The model is used to study the performance of the

PEPD policy using goodput as the performance criteria. Nu-

merical results from both modeling and computer simulation

are presented in Section IV. Concluding remarks are given

ill Section V.

II. MODELING ASSUMPTIONS

In the dispersed message model [11], [14], a higher layer

protocol data unit (message) consists of a block of consec-

utive packets that arrive at a network element at different

time instants. TCP/IP based systems are examples of such a

model. In TCP/IP, the application message is segmented into

packets, which are then transmitted over the network. At the

rccciving end, they are reassembled back into a message by

the transport protocol before being delivered to higher lay-

ers.

• We assume variable length packets, the length of the pack-

ets being geometrically distributed with parameter q (inde-

pendent between subsequent packets). Clearly, the average

packet length is 1/q packets. This kind of assumption is typ-

ical for data application such as document file and e-mail.

• We also assume that the packets arrive at a network el-

ement according to a Poisson process with rate A, and the

transmission time of a packet is exponentially distributed

with rate _. Although we assume that packets ,are of vari-

able length, Lapid's work [ 11 ] shows that this kind of model

fits well tbr fixed-length packet (which is typical to ATM

network) scenarios.

• The network element we used in this paper is a simple

finite input queue that can contain at most N packets. When

the packets arrive at the network element, it enters the input

queue only when there is space to hold it; otherwise it is
discarded.

• Packets leave the queue according to a first-in-first-out

(FIFO) order. When a server is available, the packet at the

head of the queue can be served. A packet is transmitted

by the server of the network element during its service time.

Hence, the network element can be viewed as a M/M/I/N

model, with arrival rate A and service rate #.

• The input load to the network element is defined as p =

_,/_.

11I. PERFORMANCE EVALUATION OF PEPD SCHEME

In this section, we describe the PEPD scheme, lbllowed

by model setup and performance analysis.

A. PEPD scheme

HI LT

Fig. 1. Network element using PEPD policy.

In the PEPD scheme, we use two thresholds: a low thresh-

old (LT) and a high threshold (HT), with 0 < LT <

N, LT <_ HT <_ N. As shown in Fig. I, let QL indicate

the current queue length. The following strategy is used to

accept packets in the buffer.

• If QL < LT, all packets are accepted in the buffer.

• If LT <_ QL < HT, new low priority messages will

be discarded; only packets belonging to new messages with

high priority or packets belonging to messages which have

already entered the buffer are accepted.

• If HT < QL < N, all new messages of both priorities

are discarded.

• For QL > N, packets belonging to all messages are lost

because of buffer overflow.

B. Proposed PEPD model

To model the PEPD scheme, we must distinguish between

two modes: the normal mode in which packets are accepted

and the discarding mode in which arriving packets are dis-

carded. The state transition diagram for this policy is shown

in Fig. 2. In the diagram, state (i,j) indicates that the buffer

has i packets and is in j mode, where 0 < i < N, j = 0

or I. j = 0 corresponds to the normal mode, while j = 1

represents the discarding mode. Wc assume that a head-of-

message packet arrives with probability q. The probability

that an arriving packet is part of the same message as the

previous packets is p = 1 - q, and hence is discarded with

that probability in the case that that message is being dis-

carded.

According to PEPD, if a message starts to arrive when

the buffer contains more than LT packets, the complete new

message is discarded if it is of low priority, while if a new

message starts to arrive when the buffer contains more than

HT packets, the complete message is discarded regardless

of its priority. Once a packet is discarded, the buffer enters

the discarding mode, and discards all packets belonging to

this discarded message. The system will remain in discard-

ing mode until another head-of-message packet arrives. If

this head-of-message packet arrives when QL < LT, it is

accepted, and the system enters the normal mode. If this

packet arrives when LT <_ QL < HT, then the system en-

ters the normal mode only if this packet has high priority.

Otherwise, it stays in the discarding mode. Of course, when

QL > HT, the buffer stays in the discarding mode. Let's

assume that h and 1 = 1 - h be the probabilities of a mes-

sage being of high and low priority respectively. Also let
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Fig. 2. Steady-state transition diagram the buffers using PEPD

Pij(0 < i < N,j = 0, 1) be the steady-state probability of

the buffer being in state (i,j). From Fig. 2, we can get the

following equations. The solutions of these equations will

generate the steady-state probabilities of the buffer states.

APo,o = /*/:'1,o

qAPo,1 = #Pi,1

(A + #)Pi,o = APi-l,o + #P/+I,o + qhAPi-t,t

I<i<LT

(A + P)Pi,o = (Ap + qhA)Pi-l,O + #Pi+l,O

+qhAPi__,_ LT < i <_ HT

(A+#)Pi,o = pAPi-l,o+PPi+l,o HT<i<N

(A + It)PN,o = pAPN-I,o

PPN,I = APN,o (1)

#Pi,1 = qAPi,o + #Pi+l,1 HT <_ i < N

(qhA + P)Pi,I = qA(1 - h)Pi,o + PP/+I,1

LT < i < HT

N

+ Pi,1)
i=0

= 1

C. Performance analysis of PEPD

In this section, we derive the expression of goodput G for

high and low priority messages. The goodput G is the ratio

between total good packets exiting the buffer and the total

arriving packets at its input. Good packets are those pack-

ets that belong to a complete message leaving the buffer. In

this paper, we define the goodput for high (or low) priority

as the ratio between total number of good packets with high

(or low) priority exiting the system and the total number of

arriving high (or low) priority packets at the buffer. How-

ever, we normalize the goodput to the maximum possible

goodput.

Let W be the random variable that represents the length

(number of packets) of an arriving message, and V be the

random variable that represents the success of a message.

V = 1 for a good message, and V = 0 for an incomplete

message. Let U be the random variable that rcpresents the

priority of a packet, U = 1 for high priority packets and

U = 0 for low priority packets. The goodput for the high

priority packets (Gh) is

Gh : _n°C'l nP(W = n, V = 1, U = 1) (2)
OO y

_n=l nP(I!v = n, U = 1)

where the numerator represents the total good packets exit-

ing the buffer and the denominator is the total arriving pack-

ets at a network input. Note that W and V are independent

random variables, and the length of an arriving message is

geometrically distributed with parameter q, which means the

average length of the messages is 1/q. Then the denominator

of Eq. (2) can be expressed as

oo oo

nP(W = n,V = 1) = P(U = l) _P(W = n) = h
q

(3)

Substituting Eq. (3) in Eq. (2),

oo

q _nP(W=n,V= 1, U= 1) (4)ah =

The probability of an incoming high priority message of

length n to be transmitted successfully can be expressed as

follows:

P(W=n,V=I,U=I) = P(V=IIW=n,U=I)

P(W =n,U = 1)

= P(V = IIH 7 =n,U= 1)

P(W = n)P(U = 1) (5)

= q(1 - q)"-lh

P(V = IIW = n,U = 1)

Let Q be the random variable representing the queue oc-

cupancy at the arrival of a head-of-message packet. Then

N

P(V = IlW = n,U = 1) = ZP(V = llW = n,U = 1,
i=0

Q = i)P(Q = i) (6)

where P(Q = i) = Pi,o + Pia is the probability of the

queue occupancy. Pi,j is obtained from from the solution of

Eq. (2). By combining Eqs. (4), (5), and (6), we get the

goodput of the high priority messages as:

oo N

Gh = q_-_nq(1-q)(n-1)_P(V = IIW =n,U = 1,

n=l i=0

Q = i)P(Q = i) (7)

Similarly, we can gct the goodput for the low priority mes-

sages and the total goodput as follows:

oo N

G, = q_-_nq(1-q)("-')Z P(V= IlW=n,U=0,
n=l i--0

Q = i)P(Q = i) (8)

oo N

G = q_-_nq(1 -q)('_-t)_p(v= llW =n,
n=l i=0

Q = i)P(O = i) (9)



Inordertofindthevaluesof G, G_ and Gh, we need to

detine and evaluate the following conditional probabilities:

S,,,i = P(V-- IIW=n,Q=i) (10)

S:,n,i = P(V=I[W=n,U=O,Q=i) (11)

Sh,n,i = P(V=lJW--n,U=I,Q=i) (12)

These conditional probabilities can be computed recur-

sively. Let's take Sh,,,,i as an example. Consider first a

system that employs the PPD policy. Usually, the success

of a packet depends on the ewflution of the system after the

arrival of the head-of-message. However, there is a boundary

condition for this. Let us first consider a message of length

1 < n < N. Assume that the head-of-message packet be-

longing to a message of length n ___N arrives at buffer when

Q = i. Then, if i <_ N - _, there is enough space to hold

this message, and this message is guaranteed to be good, i.e

Sn,i=l 0<i<N-n, l<n<N (13)

note that if Q = N (i.e. the buffer is full), the head-of-

message packet is discarded, and the message is guaranteed

to be bad. Hence,

_'n,N : 0 1 < n < N (14)

Eqs. (13) & (14) give the boundary conditions for this sys-

tem. For other states of the buffer, we have:

_'n,i = (1 -- r)Sn-l,i+l + rSn,i-I

N-n+l<i<N-l,l<n<N (15)

where r = #/(# + hA) is the probability that a departure

occurs before an arrival. In this case, we only consider the

conditional probability for high priority packets, so the ar-

rival rate is h.A rather than A. Eq. (15) can be explained as

follows. If the next event following the arrival of a head-

of-message packet is the arrival of another packet (which

has the probability 1 - r), this new packet can be viewed

as a new head-of-message packet belonging to a message of

length n - 1. Therefore, the probability that this new mes-

sage will succeed is ,S'n-l,i+l. If the event following the ar-

rival of the head-of-message packet is a departure of a packet

(which happens with probability r), the probability that the

message is successful is S,,,i-1, since it is equivalent to a

head-of-message packet that arrived at the system with Q

=i - 1 packets. So, combining the above two conditions, we

can get:

1 N-n+l<i

i<N-1

(1-r)_S',,-l,i+_ +rA;,,,i-i N-n+l </(16)

i<N-1

0 i=N

For a large message, n > N, there is no guarantee that

lhis message will succeed, it's success depended heavily on

the evolution of the system after the arrival of the head-of-

message packet even for the case of i = 0. So, lbrn > N

we get the following equations:

(1 - r)S,_-l,i+l + rSn-l,i i = 0

(1 "- r)S,_-l,i+l + rodn,i-i N - n + 1 <_/(17)
i<_N-1

0 i=N

These recursions are computed in ascending order of both

n and i. For a system that employs the PEPD policy, for

high priority messages, the above recursions remain correct

only when the head-of-message packet arrives at the buffer

while the number of packets is below the high threshold, i.e.

Q = i < HT. For Q = i > HT, these new messages will

be discarded, so

{ S,,,i i<HTSh,.,i 0 HT < i < N (18)

with r = p,/(# + hA). Similarly, we can get

St n,i = { Sn,iO iLT < i < N< LT (19)

with r = #/(# + (1 - h)A), while the average is

5',_,i = (1 - h)5"t,,,,i + h,St,,,,i (20)

The above model is used to analyze the perlbrmance of

PEPD in the next section.

IV. NUMERICAL RESULTS

In this section, we present results from our analytical

model and simulation to illustrate the performance of PEPD.

We also validate the accuracy of our analytical model by

comparison with simulation results. In our experiment, we

set N = 120 packets, q = 1/6 which corresponds to the

case where the queue size is 20 times the mean message

length. The incoming traffic load (p) at the input to the

buffer is set in the range of 0.8 - 2.2, where p < 1 rep-

resents moderate load, and p _> 1 corresponds to higher load

which results in congestion buildup at the buffer. Goodput

of the combined low and high priority packets is defined as

G = h* GH + (1 - h) , GL as used in Eq.(20).

In order to validate our model, we compare it with re-

sults from computer simulation. The simulation setup is

simply two nodes compete for a single link with a queue

size 120 packets. The two nodes generate messages with a

mean length of 6 (measured in packets). Because the queue

occupancy is a critical parameter used lor calculating the

goodput, we compare the queue occupancy obtained from

the model and computer simulation in Fig. 3. For q = 1/6,

it is clear that analytical and simulation results are in close
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0.5, q = 1/6.
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Fig. 4. Goodput versus load for h = 0.5, N = 120, LT = _0, HT =
80, q = 1/6. G, GH and GL represents average goodput of all, high
priority, and low priority packets respectively.

agreement. Our proposed scheme results in the buffer occu-

pancy varying between LT and HT for even high loads. The

exact value depends on the average message length, queue

thresholds, etc,

Fig. 4 shows the goodput of the buffer using PEPD for

q = 1/6 (i.e. mean message length of 6) as a function of the

offered load. In this figure, the probability that a message is

of high priority is 0.5. From Fig. 4, it is clear that the re-

sults from our model and computer simulation fit well. So

we conclude that our model can be used to carry out an accu-

rate analysis the PEPD policy. Therefore, in the rest of this

section, we will use results from only the model to analyze

the performance of PEPD policy.

Fig. 5 shows the goodput for q = 1/6 as a function of

the offered load and for different mix (h) of high & low pri-

ority packets. For a particular load, increasing the fraction

of High Priority (HP) packets (h) results in a decrease of

throughput of both high and Low Priority (LP) packets. The

LP throughput decreases because the increase in h results

in fewer LP packets at the input to the buffer in addition to

LP packets competing with more HP packets in the buffer

space (0 to LT). On the other hand, increase in h results in

more HP packets. Since the amount of buffer space (HT-LT)

which is reserved for HP packets is the same, the through-

put of HP packets decrease. Note that the decrease in the

throughput of LP is much faster than the decrease in HP re-

sulting in the overall goodput (as defined by Eq. (20) being

constant. Our proposed technique allows higher goodput for

high priority packcts which may required in scenarios where

an application may need a preferential treatment over other

applications.

In Fig. 6, we fix LT while varying HT to observe the be-

havior of the buffer. It is obvious that for a traffic containing

fewer high priority packets, increasing the HT will increase

the performance of the buffer for high priority packets. This

is because increasing HT will let lhe high priority packets

get more benefits from discarding low priority packets, es-

pecially for lower values of HT. Increasing HT will result

in an initial increase in the goodput for high priority packets

followed by a decrease. This is obvious, because for a very

high value of HT, the behavior of PEPD will approach that

of PPD for high priority packets.

Fig. 7 shows the goodput for high priority message versus

the fraction of high priority messages. It is also clear that for

a particular load, increasing the high priority traffic will de-

crease the pertormance for high priority packets as has been

observed in Fig 5.

Finally, in Fig. 8, we keep HT constant while changing

LT. For a load of 1.6 and a particular mix of high & low pri-

ority packets, we observe that the performance of high prior-

ity packets is not very sensitive to a change in LT. However,

when LT is set close to HT, the goodput for high prior-

ity packets will decrease quickly. This is because when the

two thresholds are set too close, the high priority packets do

not get enough benefits from discarding low priority pack-

ets. We suggest avoiding this mode of operation because the
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buffer is not fully utilized.

V. CONCLUSIONS

In this paper, we have proposed and developed a perfor-

mance model for the Priority based Early Packet Discard

(PEPD) to allow end to end QoS differentiation for appli-

cations over Next Generation Internet. To verily the valid-

ity of our proposed analytical model, we compared it with

results from computer simulation. Numerical results show

that the results from the model and computer simulation are

in close agreement. The numerical results also show that

our proposed PEPD policy can provide differential QoS to

low and high priority packets. Such service differentiation

is essential to provide QoS to applications running Differ-

entiated service over ATM. Our result show that the per-

formance of PEPD depends on the mix of high & low pri-

ority traffic, threshold setting, average message length, etc.

Given a certain QoS, the model can be used to dimension the

size of the buffer and the PEPD thresholds. Our model can

serve as a framework to implement packet based discard-

ing schemes using priority. Results show that this scheme

solves some critical problems for running Differentiated Ser-

vice (DS) over ATM network by ensuring the QoS promised

by the Differentiated Service.
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1 Introduction

Quality of Service (QoS) has become the objective of tile next generation Internet. QoS is generally

implemented by different classes of service contracts for different users. A service class may provide

low-delay and low-jitter services for customers who are willing to pay a premium price to run high-

quality applications, such as, real-time multimedia. Another service class may provide predictable

services for customers who are willing to pay for reliability. Finally, the best-effort service provided

by current Internet will remain for those customers who need only connectivity.

The Internet Engineering Task Force (IETF) has proposed a few models to meet the demand

for QoS. Notable among them are the Integrated Services (IntServ) model [1] and Differentiated

Services (DiffServ) [2] model. The IntServ model is characterized by resource reservation. Before

data is transmitted, applications must set up paths and reserve resources along the path. The

basic target of the evolution of IntServ is to support various applications with different levels of

QoS within the TCP/IP (Transport Control Protocol/Internet Protocol) architecture. But IntServ

implementation requires RSVP (Resources Reservation Protocol) signaling and resource allocations

at every network element, along the path. This imposes a bound on its incorporation for the entire

Internet backbone.

The DiffServ model is currently being stand_trdized to overcome the above scalability issue, and

to accommodate the various service guarantees required for time critical applications. The DiffServ

model utilizes six bits in the TOS (Type of Service) field of the IP header to mark a packet for

being eligible for a particular forwarding behavior. The model does not require significant changes

to the existing infrastructure, and does not need many additional protocols. Therefore, with the

implementation of IntServ for small WAN networks and DiffServ for the Internet backbone, the

present TCP/IP traffic can meet the present day demands of real time and other quality required

traffic. Combining IntServ and DiffServ has been proposed by IETF in [3] [4] as one of the possit)le



solutionsto overcomethe scalabilityproblem.

'ii_ combine the advantages of DiffServ (good scalability in the backbone) and IntServ (per

flow QoS guarantee), a mapping from IntServ traffic flows to DiffServ classes has to be performed.

Some preliminary work has been carried out in this area. Authors in [5] present a concept for the

integration of both IntServ and DiffServ, and describe a prototype implementation using commercial

routers. However, they don't present any numerical results. Authors in [6] present results to

det_,rmine perforinance differences between IntServ and DiffServ, as well as some characteristics

about their combine<t use.

The objective of this paper is to investigate the end to end QoS that can be achieved when

IntServ rmls over the DitfServ network in the next generation Internet. Our approach is to add

a mal>t>ing fim<'tion to the edge DiffServ router so that the traffic flows coming from IntServ

domain can be appropriately mapped into the corresponding Behavior Aggregates of DiffServ, and

then marked with the appropriate DSCP (Differentiate<t Service Code Point) for routing in the

DiffServ domain. We show that, without making any significant changes to the IntServ or DiffServ

int'r_ustl'ucture aim without any additionM protocols or signaling, it is possible to provide QoS to

IntServ apt>lications when IntServ runs ow_r a DiffServ network.

The, sigT_ific_u_.ce of this work is that end-to-end QoS over heterogeneous networks could be

possible if the DiffServ backbone is used to connect IntServ subnetworks in the next generation

Internet. The main coT_.tributioT_.s of this paper can be smnmarized as follows:

• Propose a mapping flmction to run IntServ over the DiffServ backbone.

• Show that QoS can be achiew.'d by end IntServ applications when running over DiffServ

backbone in the next generation Internet.

The rest of this paper is organized as follows. In Sections 2 and 3, we briefly present the



mainfeaturesof IntServandDiffServ,respectively.In Section4,wedescribeourapproachfor the

mappingfromIntServto Difln3ervandthesimulationconfigurationto testtheeffectivenessof our

approach.In Section5,weanalyzeoursimulationresultsto showthat QoScanbeprovidedto end

applicationsin theIntServdomain.Concludingremarksarefinallygivenin Section6.

2 Integrated Services

The Integrated Services (IntServ) model [5] characterized by resource reservation defines a set

of extensions to the traditional best effort model with the goal of providing end-to-end QoS to

applications. This architecture needs some explicit signaling mechanism to convey information to

touters so that they can provide requested services to flows that require them. RSVP is one of the

most widely known example of such a signaling mechanism. We will describe this mechanism in

details in Section 2.2. In addition to the best effort service, the integrated services model provides

two service levels ,_ follows.

• Guaranteed service [7] for applications requiring firm bounds on end-to-end datagram queue-

ing delays.

• Contrvlled-load service [8] for applications requiring services closely equivalent to that pro-

vided to uncontrolled best effort traffic under unloaded (lightly loaded) network conditions.

We will discuss them in Sections 2.3 and 2.4, respectively.

2.1 Components of Integrated Services

The basic framework of integrated services [4] is implemented by four components: the signaling

protocol (e.g., RSVP), the admission control routine, the classifier and the packet scheduler. In this

model, apl)lications must set up paths and reserve resources before transmitting their data. Network

4
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Figure 1: RSVP signaling for resource reservation.

elements will apply admission control to those requests. In addition, traffic control mechanisms on

tile network element are configured to ensure that each admitted flow receives the service requested

in strict isolation from other traffic. When a router receives a packet, the classifier will perform

a MF (nmltifieht) classification and put the packet, in a specific queue. The packet scheduler will

then schedule the packet according to its QoS requirements.

2.2 RSVP Signaling

RSVP is a signaling protocol to reserve network resources for applications. Figure 1 illustrates

the setup and teardown procedures of PSVP protocol. The sender sends a PATH message to

the receiver specifying the characteristic of the required traffic. Every intermediate router along

the path forwm'ds the PATH message to the next hop determined by the routing protocol. If

the receiver agrees the advertised flow, it sends a RESV message, which is forwarded hop by hop

via RSVP capable routers towards the sender of the PATH message. Every intermediate router

along the path may reject or accept the request. If the request is accepted, resources are allocated,

and RESV message is forwarded. If the request is rejected, the router will send an RESV-ERR

message back to the sender of the RESV message.

If the sender gets the RESV message, it means resources are reserved and data can be transmit-

ted. To terminate a reservation, a RESV-TEAR message is transmitted to remove the resource



allocationandaPATH-TEAR messageissentto deletethepathstatesin everyrouteralongthe

path.

2.3 Guaranteed Service

Guaranteed service guarantees that datagrams will arrive within the guaranteed delivery time and

will not be discarded due to queue overflows, provided the flow's traffic stays within its specified

traffic parameters [7]. The service provides assured level of handwidth or link capacity for the data

flow. It imposes a strict upper hound oil the end-to-end queueing delay as data flows through the

network. The packets encounter no queueing delay as long as they confornl to tile flow specifications.

It means packets cannot be dropped due to huffer overflow and they are always guaranteed the

required buffer space. The delay hound is usually large enough even to accommodate cases of long

queueing delays.

2.4 Controlled-load Service

The controlled-load service does not accept or make use of specific target values for control param-

eters such as delay or loss. Instead, acceptance of a request for controlled-load service is defined to

imply a commitment hy the network elements to provide the requester with a service closely equiv-

alent to that. provided to uncontrolled (hest effort) traffic under lightly loaded conditions [8]. The

service aims at providing the same QoS under heavy loads as under unloeated conditions. Though

there is no specified strict bound on delay', it ensures that very high percentage of packets do not

experience delays highly greater than the minimum transit delay due to propagation and router

processing.

6



3 Differentiated Services

The IntServ/RSVP architecture described in Section 2 can be used to provide QoS to applications.

All the routers are required to be capable of RSVP, admission control, MF cla_ssification and packet

scheduling, which needs to maintain all the information for each flow at each router. The above

issues raise scalability concerns in large networks [4]. Because of the difficulty ill irnt)lementing and

deploying integrated services and RSVP, differentiated services is currently being developed by the

 ETS

Differentiated services (DiffServ) is intended to enable the deployment of scalable service dis-

crimination in the Internet without tile need for per-flow state and signaling at every hop. The

premise of DiffServ networks is that routers in the core network handle packets from different traffic

streams by forwarding them using different per-hop behaviors (PHBs). The PHB to be applied

is indicated by a DiffServ Codepoint (DSCP) in tile IP header of the packet [9]. The advantage

of such a mechanism is that several different traitic streams can be aggregated to one of a small

mHnber of behavior aggregates (BA) which are each forwarded using the same PHB at the router,

thereby simplifying tile t)rocessing and a.ssociate(t storage [10]. There is no signaling or i)rocessing

Sill('(' QoS (Quality of Service) is invoked on a packet-by-packet basis [10].

The DiflServ architecture is composed of a number of functional elements, including a small set

of per-ho I) forwarding behaviors, packet classification functions, and traffic conditioning functions

which includes metering, marking, shaping and policing. The flmctional block diagram of a typical

DiffServ router is shown in Figure 2 [10]. This architecture provides Expedited For_arding (EF)

service an(l Assured Fort_t_rding (AF) service in addition to be.st-effort (BE) service as described

helow.
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Figure 2: Major functional block diagram of a router.

3.1 Expedited Forwarding (EF)

This service is also been described as Premium Service. The EF service provides a low loss, low

latency, low jitter, assured bandwidth, end-to-end service for customers [11]. Loss, latency and jitter

are due to the queuing experienced by traffic while transiting the network. Therefore, providing

low loss, latency and jitter for some traffic aggregate means there are no queues (or very small

queues) for the traffic aggregate. At every transit node, the aggregate of tile EF traffic's maximum

arrival rate must be less than its configured mininmm departure rate so that. there is almost no

quelling delay for these premium packets. Packets exceeding the peak rate are shaped by the traffic

conditioners to bring the traffic into conformance.

3.2 Assured Forwarding

This service provides a reliable services for customers, even in times of network congestion. Classi-

fication and policing are frst done at the edge routers of the DittServ network. The assured service

traffic is considered in-profile if the traffic does not exceed the bit rate allocated for the service; oth-

erwise, the excess packets are considered out-of-l)rofile. The in-profile packets should be forwarded
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Figure 3: AF clmqses with drop precedence levels.

with high probal)ility. However, the out-of-profile packets are not delivered with as high probability

as the traffic that is within tile profile. Since the network does not reorder packets that belong to

the same microflow, all packets, irrespective of whether they are m-profile or out-of-profile, are put

into an assured queue to avoid out-of-order delivery.

Assured Forwarding provides the delivery of packets in four independently forwarded AF classes.

Each class is allocated with a configuralfle mininmm amount of buffer space and bandwidth. Each

clmas is in turn divided into different levels of drop precedence. In the case of network congestion,

the drop precedence determines the relative importance of the packets within the AF class. Figure

3 [12] shows four different AF classes with three levels of drop precedence.

3.3 Best Effort

This is the default service available in DiffServ, and is also deployed by the current Internet. It

does not guarantee any bandwidth to the customers, but can only get the bandwidth available.

Packets are queued when butters are available and dropped when resources are over committed.



4 Integrated Services over Differentiated Services Networks

In this section, we describe in details the mapping strategy adopted in this paper to connect the

IntServ and DiffServ domains. Simulation configuration that has been used to test the mapping

strategy is described in 4.3 .

4.1 Mapping Considerations for IntServ over DiffServ

In IntServ, resource reservations are made t)y requesting a service type specified by a set of quan-

titative paranleters known as Tspec (Traffic Specification). Each set of parameters (letermines

an appropriate priority level. When requested services with these priority levels are mapped to

DiffServ domain, some basic requirements should be satisfied.

• PHBs in DiffServ domain nmst be appropriately selected for each requested service in IntServ

domain.

• The required policing, shaping and nmrking must be done at the edge router of the DittServ

domain.

• Taking into account the resource availability in DiffServ domain, admission control nmst be

implenlented for requested traffic: in IntServ domain.

4.2 Mapping Function

The nmpping hmction is used to mssign an appropriate DSCP to a flow specified by Tspec parameters

in IntServ domain, such that the same QoS could be achieved for IntServ when running over

DiffServ domain. Each packet in the flow from the IntServ domain has a flow ID indicated by the

value of flow-id field in the IP (Internet Protocol) header. The flow 11) attributed with the Tspec

parameters is used to determine which flow the packet belongs to. The main constraint is that the

I0
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PHB treatment of packets along the path in the DiffServ domain must approximate the QoS offered

by IntServ itself. In this paper, we satisfy the above requirement by appropriately mapping the

flows coming from IntServ domain into the corresponding Behavior Aggregates, and then marking

the packets with the appropriate DSCP for routing in the DiffServ domain.

'lb achieve the above goal, we introduce a inapping function at the boundary router in DiffServ

domain as shown in Figure 4. Packets specified by 7:spec parameters in IntServ domain are first

mapped to the corresponding PHBs in the DiffServ domain by appropriately assigning a DSCP

according to the mapping fimction. The packets are then routed in the DiffServ domain where

they receive treatment based on their DSCP code. The packets are grouped to BAs in the DiWServ

domain. 'fhbte l shows an example mapping function which has been used in our simulation. As an

instance, a flow in IntServ domain specified by r=O. 7Mb, b=5OOObytes and Flow ID=O is mapped

to EF PHB (with corresponding DSCP 101110) in DiffServ domain, where r means token bucket

rate and b means token bucket depth.

Table 1: An example mapping function used in our silmllation.

Tspec Flow ID f PHB I DSCP

r=0.7 Nit), b=5000 bytes 0

r=0.7 Mb, b=5000 bytes 1

r=0.5 Mb, I)=8000 bytes 2

r=0.5 Mb, b=8000 bytes 3

r=0.5 Mb, I)=8000 bytes 4

EF 101110

EF 101110

AFll 001010

AFll I001010AFll 001010

ll
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Figure 5: Network simulation configuration.

The sender initially specifies its requested service using 7_pec. Note that it is possible for

different senders to use the same Tspec. However, they are differentiated by the flow ID. In addition,

it is also possible that different flows can be mapped to the same PHB in DiffServ domain.

4.3 Simulation Configuration

To test the effectiveness of our proposed mapping strategy between IntServ and DiffServ and to

determine the QoS that (',an be provided to IntServ applications, we carried out simulation using

the ns (Version 2.1b6) sinmlation tool from Berkeley [13]. The network configuration used in our

simulation is shown in Figure 5.

Ten IntServ sources were used in our smmlation, the nmnber of sources generating Guaranteed

services, Controlled-load services and best-effort services were two, three and five respectively. Ten

IntServ sinks served as destinations for the IntServ sources. We set the flow IDs to be the same as

the corresponding source number shown in Figure 5.
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Figure 6: Queues inside the edge DiffServ router.

All tile links in Figure 5 are labeled with a (bandwidth, propagation delay) pair. The mapping

function shown in Table 1 has been integrated into the DiffServ edge router (See Figure 4). CBR

(Constant Bit Rate) traffic w,'k_ used for all IntServ sources in our simulation so that the relationship

between the bandwidth utilization and bandwidth allocation can be more easily evahlated. Note

that ten admi._sion cm_trol modules have been applied to each link between sources and DiffServ

edge touters to guarantee the resource availability within DiffServ domain. 'lb save space, they are

not illu.stratud in Figure 5. Admission cont_vl algorithm was intplemented by token bucket with

parameters specified in Table 1.

Inside the DiffServ edge router, EF queue was configured as a simple Priority Queue with Tail

Drop: AF queue wa._ configured as RIO queue and BE queue as a RED [14] queue, which are

shown in Figure 6. The queue weights of EF, AF and BE queues were set to 0.4, 0.4 and 0.2

respectively. Since the bandwidth of the bottleneck link between two DiffServ routers is 5 Nit), the

ab(we scheduling weights implies bandwidth allocations of 2 Mb, 2 Mb and 1 Mb for the EF, AF

and BE links respectively during periods of congestion at the edge router.

5 Simulation Results

In this section, results obtained fl'om our sinmlation experiments are presented. The criteria used to

evahmte our proposed strategy are first described followed by the explanations of our experimental

13



andnumericalresults.

5.1 Performance Criteria

To showthe effectivenessof our mappingstrategyin providingQoSto endIntServapplications,

wehaveusedgoodput, queue size and drop ratio as the performance criteria. In addition, in order

to prove the effectiveness of admission control mechanism, we also measured the non-conformant

ratio (the ratio of non-conformant packets out of in-profile packets). In Section 5.2, we present the

results of measurements of the above quantities from our simulation experiments.

5.2 QoS Obtained by Guaranteed Services

We use tile following three simulation ca_es to determine the QoS obtained by IntServ applications.

As results, Table 2 shows the goodput of each Guaranteed service source for three different cases

described in Section 5.2. Table 3 shows the drop ratio measured at the scheduler for three cases

of the Guaranteed service sources. Table 4 shows the non-conformant ratio for each Guaranteed

service source. Figures 7, 8 and 9 show the queue size for each of the three case, from which the

queuing delay and jitter can be evaluated.

Table 2: Goodput of each Guaranteed aerviee source (Unit: Kb/S)

Tspec Flow ID Case 1 Case 2 Case 3

r=0.7 Mb, b=5000 bytes 0 699.8250 699.8039 459.8790

r=0.7 Mb, b=5000 bytes 1 699.8039 699.6359 1540.1400

Table 3: Drop ratio of Guaranteed service traffic.

Guaranteed service Tra]fic 0.000000 0.000000 0.258934

14



Table4: Thenon-conformantratio for e_h Guaranteed service source

Tspec Flow ID Case 1 Case 2 Case 3

r=0.7 Mb, b=5000 bytes 0 0.00026 0.00026 0.00026

1 0.00026 0.22258 0.00040r=O. 7 Mb, b=5000 bytes

5.2.1 Case 1: No congestion; no excessive traffic

The traffic generated by Guaranteed service sources (source 0 and source 1) were set to 0.7 Mb and

0.7 Mb, respectively. In this case, the traffic rate is equal to the bucket rate (0.7 Mb, shown in

Table 1), which means there should not be any significant excessive IntServ traJfic. According to

the network configuration described in Section 4.3, two Guaranteed service sources generate 1.4 Mb

traffic which is less than the corresponding scheduled link bandwidth for Guaranteed service (EF in

DiffServ dolnain) traffic (2Mb). Under this scenario, there should not be any significant congestion

at the edge DiffServ router.

Case I is an ideal case. As seen in Table 2, the goodput is ahnost equal to the corresponding

source rate. From Table 3, since there is no significant congestion, the drop ratio of each type

of sources is zero. Table 4 shows the performance of admission control mechanism. Since there

is no excessiw_ traffic in this case, the non-conformant ratio is almost zero. Figure 7 shows the

queuing performance of each queue. Because this is an ideal case, the size of each queue is very

small. Though the three queues have ahnost the same average size, we observe that the BE queue

of IntServ (mapping to BE queue in DittServ domain, according to the mapping function) has the

largest jitter.

5.2.2 Case 2: No congestion; Guaranteed service source 1 generates excessive traffic

The traffic generated by Guaranteed service sources (source 0 and source i) were set to 0.7 Mb and

0.9 Mb, respectively. In this case, the traffic rate of source 1 is greater than its corresponding bucket

15
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rate (0.7 Mb, shown in Table 1), which means source 1 generates excessive IntServ traffic. According

to the network configuration described in Section 4.3, two Guaranteed service sources generate 1.6

Mb traffic which is less than the corresponding scheduled link bandwidth for Guaranteed service

(EF in DiffServ domain) traffic (2Mb). Under this scenario, t.here should not be any signTficant

congestion at the edge DiffServ router.

In case 2, from Table 2, the goodput of source 0 is equal to its source rate. However, the

goodput of source 1 is equal to the corresponding token rate, 0.7 Mb, rather than its source rate,

0.9 Mb. Table 3 shows that the drop ratio of Guaranteed service is 0. The reason is that, in this

case, there is no congestion for Guaranteed service traffic. Table 4 indicates how the admission

control mechanism works. As seen in this table, the non-conformant packets ratio of source 1 is

increased, compared to case 1. It is because source I generates excessive traffic in this case. From

Figure 8, we find that the average queue size of the best effort queue is far greater than the other
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two types of sources. In addition, the jitter of best effort traffic is also greater than the other

two types of sources. The Guaranteed .service traffic has the smallest average queue size and the

smallest jitter. In addition, compared with Figure 7, the upper bound of Guaranteed service queue

is guaranteed, though the source 1 generates more traffic than what it has reserved. This well

satisfies requirements from [7].

5.2.3 Case 3: Guaranteed service gets into congestion; no excessive traffic

The traffic generated by Guaranteed service sources (source 0 and source i) were set to 0.7 Mb

and 2 Mb, respectively. To simulate a congested environment, we set the token rate of source

1 to 2 Mb also. In this case, the traffic rate of source 1 is equal to its corresponding bucket

rate (2 Mb), which means there is no significant excessive IntServ traffic. According to the network

configuration described in Section 4.3, two Guaranteed service sources generate 2.7 Mb traffic which
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Figure 9: Queue size plots for Case 2.

is greater than the corresponding scheduled link bandwidth for Guaranteed service (EF in DiffServ

domain) traffic (2Mb). Under this scenario, Guaranteed service traffic .qets into congestion at the

edge DiffServ router.

Case 2 is used to evaluate our mapping function under congested environments. As expected, we

find the drop ratio (measured at scheduler) of Guaranteed service traffic is increased, and the total

goodput of Guaranteed service is limited by" the output link bandwidth assigned by the scheduler

(2Mb), instead of 2.7 Mb. Since there is no excessive traffic, from Table 4, the no-conformant

packets ratio of both of the Guaranteed ser_Jice sources are closed to 0. From Figure 9, since we

increase the token rate of one of the Guaranteed service source (source 1), the upper bound of

Guaranteed service is increased, which is reasonable. In addition, the Guaranteed service queue still

has the smallest jitter.
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5.3 QoS Obtained by Controlled-load Services

Because of tile similarity I)etween the results of Guaranteed service and Controlled-load service, all

our descriptions in Section 5.2 are focused on Guaranteed service. We only give out results for

Controlled-load service without detailed explanations.

Wc use case 2 dcscrit)ed in Section 5.2.2 as an example. As described in Section 4.3, we used

three Controlled-load service sources in our simulation: sources 2, 2 and 4. Tim token bucket

parameters are shown in Table 1. VV_ set the source rate of sources 2 and 4 to 0.5 Mb, 0.5 Mt),

respectively, and set the rate of source 3 to 0.7 Mb (greater than its token rate, 0.5 Mb). Therefore,

source 3 geneTntes excessive traffic. The total Controlled-load service traffic is 1.7 Mb, which is less

than the scheduled link bandwidth; therefore, there should not be any significant congestion.

Table 5 shows the goodput of each Controlled-load source. Tal)le 6 shows the drop ratio of

Controlled-toad service ine,_sured at scheduler. Tal)le 7 shows the non-conformant ratio. Figure 10

shows the queue size of this case. Note that though the non-conformant ratio of source 3 is much

higher that the other two (shown in Table 7), the goodput of source3 (shown in Table 5) is equal to

its source rate (0.7 Mt)). It is t)ecause the non-conformant packets are degraded and then forwarded,

which is one of the forwarding schemes for non-conformant packets proposed by [8].

Table 5: Goodput of each Controlled-load service source (Unit: Kb/S)

Tspec Flow ID Case 2

r=0.5 Mb, b=8000 bytes 2 499.9889

r=0.5 Mb, b=8000 bytes 3 700.0140

r=0.5 Mb, b=8000 bytes 4 499.9889

Tat)le 6: Drop ratio of ContTvlled-load service traffic.

Type of traffic Case 2 I

Controlled-load Traffic 0.000000 ]
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Table7: Thenon-conformantratio for eachControlled-load ,service source

Tspee Flow ID

r=0.5 Mb, b=8000 bytes

r=0.5 Mb, b=8000 bytes

r=0.5 Mb, b=8000 bytes

Case 2

2 0.00000

0.28593

0.00000

QueueSizeVS.Time

Figure 10: Queue size plots.

TJmu

5.4 Observations

From the above results, we can arrive at the following observations:

* The upper bound of queueing delay of Guaranteed service is guaranteed. In addition, Guaran-

teed service always has the smallest jitter without being affected by other traffic flows, though

{7] says it does not attempt to minimize the jitter. This well satisfies requirements from [7].

• The Controlled-load service has the smaller .jitter and queue size than the best effort traffic.

Furthermore, non-confornmnt packets are degraded and then forwarded, which is proved by

2O



oursimulation.Thiswellsatisfiesrequirenmntsfl'om[8].

Wetherefore,conclude that the QoS requirements of IntServ can be successfully achieved when

IntServ traffic is mapped to the DiffServ domain in next generation Internet.

6 Conclusion

In this paper, we have proposed DiftServ ms the backbone network to interconnect IntServ sub-

networks. We have designed a mapping function to map traffic flows coming from IntServ with

ditferent priorities to the corresponding PHBs in the DiffServ domain.

The proposed scheme has been studied in detail using simulation. It has been found that the

QoS requirements of IntServ can be achieved when IntServ subnetworks run over DiffServ. We

have illustrated our scheme I)y mapping IntServ traffic of three different priorities to the three

service classes of DiffServ. The ability of our scheme to provide QoS to end IntServ applications

has been demonstrated by measuring the drop ratio, goodput, non-conformant ratio and queue

size. We found that the upper bound of queueing delay of Guaranteed service is guaranteed. In

addition, Guaranteed serviee always has the smallest jitter without being affected l_y other traffic

flows, though [7] says it does not attempt to mininfize the jitter. The Controlled-load service has

the smaller jitter and queue size than the best effort traffic. Furthermore, non-eonformant packets

are degraded and then forwarded, which is I)roved I)y our simulation.
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Abstract

Aeronautical Telecommunication Network (ATN) has been developed by the International
Civil Aviation Organization to integrate Air-Ground and Ground-Ground data communication

for aeronautical applications into a single network serving Air Traffic Control and Aeronautical

Operational Conmmnications [1]. To carry time critical information required for aeronauti-
cal applications, ATN provides different Quality of Services (QoS) to applications. ATN has

therefore, been designed as a standalone network which implies building an expensive separate
network for ATN. However, the cost of operating ATN can be reduced if it can be run over

a public network such as the Internet. Although the current Internet does not provide QoS,

the next generation Internet is expected to provide QoS to applications. The objective of this
paper is to investigate the possibility of providing QoS to ATN applications when it is run over

the next generation Internet. Differentiated Services (DiffServ), one of the protocols proposed
for the next generation Internet, will allow network service l)roviders to offer different QoS to

customers. Out results show that it is t)ossil)le to provide QoS to ATN applications when they
run over a DiffServ backbone.

1 Introduction

The Internatioiml Civil Aviation Organization (ICAO) has developed the Aeronautical Telecom-

nmnicati()n Network (ATN) a_ a commercial infrastructure to integrate Air-Ground and Ground-

Gr()und data communication into a single network to serve air traffic control and aeronautical

ot)erational communi(:ations [1]. One of the objectives of ATN internetwork is to accommodate dif-

ferent Quality of Service (QoS) required by ATSC (Air Traffic Services Communication) and AINSC

(Aeronautical Industry Service Communication) applications, and the organizational policies for

inter(_onnection and routing specified [)y each participating organization. In the ATN, priority has

the essential role of (_nsuring that high priority safety related and time critical data are not delayed

by low priority non-safety data, especially when the network is overloaded with low priority data.

The time critical information carried by ATN and the QoS required by NFN applications has led

to the development of the ATN a_ an expensive independent network. The largest public network,

the Internet, only offers point-to-t)oint best-effort service to the users and hence is not suitable for

carrying time critical ATN traffic. However, the rapid commercialization of the Internet has given

rise to demands for QoS over the Internet.

QoS is generally impleinented I)y different classes of service contracts fi)r different users. A

service class may provide low-delay and low-jitter services for customers who are willing to pay

_'['he work reported in this pro.iect was supported by NASA grant no. NAG3-2318
2The second author is currently with the School of Computer S(:ien(:e, University of Oklahoma, Norman, OK

73072, '1'_'1:(.1()5) 325 8077, email: ati(t((_ou.e(tu



aprmniumpriceto run high-qualityapplications,suchas,real-timenmltimedia.Anotherservice
classmayprovidepredictableservicesfor customerswhoarewilling to payfor reliability.Finally,
the best-effort service provided by current Internet will remain for those customers who need only

connectivity.

The Internet Engineering Task Force (IETF) has proposed a few models to meet the demand

for QoS. Notable among them are the Integrated Services (IntServ) model [2] and Differentiated

Services (DitIServ) [3] model. The IntServ model is characterized by resource reservation; before

data is transmitted, applications must set up paths and reserve resources along the path. This

gives rise to scalability issues in the core routers of large networks. The DiffServ model is currently

being standardized to overcome the above scalability issue, and to accommodate the various service

guarantees required for time critical applications. The DiffServ model utilizes six bits in the TOS

(Type of Service) field of the IP header to mark a packet for being eligible for a particular forwarding

behavior. It. The model does not require significant changes to the existing infrastructure, and does

not need too many additional protocols.

A significant cost saving can be achieved if the ATN protocol could be run over the next gen-

eration Internet protocol as shown in Figure 1. In this paper, we are interested in developing a

framework to run ATN over the next generation Internet. This requires appropriate mapping of

parameters at the edge routers between the two networks. The objective of this paper is to investi-

gate the QoS that can be achieved when ATN runs over the DiffServ network in the next generation

Internet. Based on the sinlilarity between an IP packet and an ATN packet, our approach is to

add a mapping function to the edge DiffServ router so that the traffic flows coming from ATN can

be appropriately mapped into the corresponding Behavior A q.qregates of DiffServ, and then marked

with the appropriate DSCP (Differentiated Service Code Point) for routing in DiffServ domain.

We show that, without making any significant changes to the ATN or DiffServ infrastructure and

without any additional protocols or signaling, it is possible to provide QoS to ATN applications
when ATN runs over a DiffServ network.

The significance of this work is that considerable cost savings could be possible if the next

generation Internet backbone can be used to connect ATN subnetworks. The main contributions

of this paper can be summarized as follows:

• Propose a framework to run ATN over the DiffServ network.

• Show that QoS can be achieved by end ATN applications when run over the next generation
Internet.

The rest of this paper is organized as follows. In Sections 2 and 3, we briefly present the

main features of ATN and DitTServ, respectively. In Section 4, we describe our approach for the

interconnection of ATN and DiffServ and the simulation configuration to test the effectiveness of

our approach. In Section 5, we analyze our simulation results to show that QoS can be provided

to end applications in the ATN donmin. Concluding remarks are finally given in Section 6.

2 Aeronautical Telecommunication Network (ATN)

In the early 1980s, the International Civil Aviation Organization (ICAO) recognized the increasing

limitations of the present air navigation systen_s and the need for improvelnents to take civil aviation

into the 21st century. The need for changes in the current global air navigation system is due to

two principal factors:

• The present and growing air t.raf[ic demand which the current system will be unable to cope.
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Figure 1: [nterconnection between ATN and Differentiated Services.

• The need for global consistency in the provisioning of air traffic services during the progression

towm'ds a seamless air traffic management system.

The above factors gave rise to the concept of the Aeronautical Telecomnmnication Network (ATN) [4].

ATN is both a ground-ba_sed network providing comnmnications between ground-t)ased users,

and an air-ground network providing comnmnications between airborne and ground users. It was

always intended that ATN should be built on existing technologies instead of inventing new ap-

proaches. The Internet approach was seen as the most suitable approach, and was therefore selected

as the basis for the ATN. ATN is made up of End Systems, Intermediate Systems, ground-ground

subnetworks and air-ground subnetworks as shown in Figure 1.

2.1 Priority in ATN

The ATN has been designed to provide a high reliability/availability network by ensuring that

there is no single point of failure, and by permitting the availability of multiple alternative routes

to the same destination with dynamic switching between alternatives. Every ATN user data is

given a relative priority on the network in order to ensure that low priority data does not impede

the flow of high priority data. The purpose of priority is to signal the relative importance and

(or) precedence of data, such that when a decision has to be made as to which data to act first,

or when contention for access to shared resources has to be resolved, the decision or outcome

can be deterlnined unambignously and in line with user requirenlents both within and between

applications.

Priority in ATN is signaled separately by the application in the transport layer, network layer,

and in ATN subnetworks, which gives rise to Transport Priority, Network Priority and Subnet

Priority [5]. Network priority is used to manage the access to network resources. During periods of

high network utilization, higher priority NPDUs (Network Protocol Data Units) may therefore be

expected to be more likely to reach their destination (i.e. be less likely to be discarded by a congested

router), and to have a lower transit delay (i.e. be more likely to be selected for transmission from

an outgoing queue) than lower priority packets, hi this paper, we focus on network priority which
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Figure 2: Similarity between an IP packet and an NI_N packet

determines the sharing of limited network resources.

2.2 ATN packet format

Figure 2 shows the correspondence between tile fields of an IP packet header and the network layer

packet header of ATN. It is seen that the fields of IP and ATN packets carry similar information,

and thus can almost be mapped to each other. This provides the possibility for mapping ATN

to DiffServ (which uses the IP packet header except for the Type of Service byte) to achieve the

required QoS when they are interconnected.

The NPDU header of an ATN packet contains an option part including an 8-bit field named

Priority which indicates the relative priority of the NPDU [1]. The values 0000 0001 through

0000 1110 are to be used to indicate the priority in an increasing order. The value 0000 0000

indicates normal priority.

3 Differentiated Services

Differentiated services (Diffserv) is intended to enable the deployment of scalable service discrimi-

nation in the Internet without the need for per-flow state and signaling at every hop. The premise

of Diffserv networks is that routers in the core network handle packets from different traffic streams

by forwarding them using different per-hop behaviors (PHBs). The PHB to be applied is indicated

by a Diffserv Codepoint (DSCP) in the IP header of the packet [6]. The advantage of such a

mechanism is that several different traffic streams can be aggregated to one of a small number of

behavior aggregates (BA) which are each forwarded using the same PHB at the router, thereby

simplifying the processing and associated storage [7]. There is no signaling or processing since QoS

(Quality of Service) is invoked on a t)acket-by-I)acket basis [7].
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'File Diffserv architecture is coInposed of a number of flmctional elements, including a small set

of per-hop forwarding behaviors, packet classification flmctions, and traffic conditioning functions

which includes metering, marking, shaping and policing. The fimctional block diagram of a typical

Diffserv router is shown in Figure 3 [7]. This architecture provides E:rpedited Forwarding (EF)

service an(l Assured Forwardin9 (AF) service in addition to best-effort (BE) service ,as described

below.

3.1 Expedited Forwarding (EF)

This service is also been described _ Premium Service. The EF service provides a low loss, low

latency, low jitter, assured bandwidth, end-to-end service for customers [8]. Loss, latency and jitter

are due to the queuing experienced by traffic while transiting the network. Therefore, providing

low loss, latency and jitter for SOnle traffic aggregate means there are no queues (or very small

queues) for the traffic aggregate. At every transit node, the aggregate of the EF traffiCs maximum

arrival rate must be less than its configured minimum departure rate so that there is almost no

queuing delay for these premium packets. Packets exceeding the peak rate are shaped by the traffic

con(litioners to bring the traffic into conformance.

3.2 Assured Forwarding

This service provides a reliable services for customers, even in times of network congestion. Classi-

fication and policing are first done at the edge routcrs of the DiffServ network. The m_sured service

traffic is considered in-profile if the traffic does not exceed the bit rate allocated for the service; oth-

erwise, the excess packets are considered out-of-profile. The in-profile packets should be forwarded

with high probability. However, the out-of-profile packets are not delivered with as high probability

as the traffic that is within the profile. Since the network does not reorder packets that belong to

the same microflow, all packets, irrespective of whether they are in-profile or out-of-profile, are put

into an assured queue to avoid out-of-order delivery.

Assured Forwarding provides the delivery of packets in four independently forwarded AF classes.

Each class is allocated with a configurable nfinimmn amount of troffer space and bandwidth. Each
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class is in turn divided into different levels of drop precedence. In the case of network congestion,

the drop precedence determines the relative importance of the packets within the AF class. Figure

4 [9] shows four different AF classes with three levels of drop precedence.

3.3 Best Effort

This is the default service available in DiffServ, and is also deployed by the current Internet. It

does not guarantee any bandwidth to the customers, but can only get the bandwidth available.

Packets are queued when buffers are available and dropped when resources are over committed.

4 ATN over Differentiated Services

In this section, we describe in detail the mapping strategy adopted in this paper to connect the

ATN and DS domains followed by the simulation configuration we have used to test the mapping.

4.1 Mapping Function

Our goal is to use differentiated services to achieve QoS for ATN to integrate Air/Ground and

Ground/Ground data communications into a global Internet serving Air Traffic Control (ATC) and

Aeronautical Operations Communications (AOC). The main constraint is that the PHB treatment

of packets along the path in the DiffServ domain must approximate the QoS offered in the ATN

network. In this paper, we satisfy the above requirement by appropriately mapping the traffic

coming from ATN into the corresponding Behmnor Aggregates, and then marking the packets with

the appropriate DSCP for routing in the DiffServ domain.

To achieve the above goal, we introduce a mapping function at the boundary router between

the ATN and DiflServ domain as shown in Figure 5. Packets with different priorities from the

ATN domain are first mapped to the corresponding PHBs in the DiflServ domain by appropriately

assigning a DSCP according to the mapping function. The packets are then routed in the DiffServ

domain where they receive treatment based on their DSCP code. The packets are grouped to BAs

in the DiffServ domain. Table 1 shows an example mapping function which has been used in our

simulation.
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Figure 5: Mapping function for ATN over Differentiated Service.

Table 1: An example mapping function used in our simulation.

ATN Priority Code Priority I PHB I DSCP

0000 0000 Normal BE 000000

0000 0111 Medium AFll 001010

0000 1110 High EF 101110

4.2 Simulation Configuration

To test the effectiveness of our proposed mapping strategy between ATN and DiffServ and to

determine the QoS that can be provided to ATN applications, we carried out simulation using

the n._ (Version 2.1b6) simulation tool from Berkeley [10]. The network configuration used in our

simulation is shown in Figure 6.

Ten ATN sources were used in our simulation, the number of sources generating high,, medium

and normal priority packets were two, three and five respectively. Ten ATN sinks served as desti-

nations for the ATN sources.

All the links in Figure 6 are labeled with a (bandwidth, propagation delay) pair. For the purpose

of ATN over Diffserv, the mapping flmction shown in Table 1 has been integrated into the edge

DiffServ router. CBR (Constant Bit irate) traffic was used for all ATN sources in our simulation

so that the relationship between the bandwidth utilization and bandwidth allocation can be more

easily evaluated.

Inside the DiffServ router, EF queue was configured as a simple Priority Queue with Tail

Drop. AF queue was configured as RIO queue and BE queue as a RED [11] queue. The queue

weights of EF, AF and BE queues were set to 0.4, 0.4 and 0.2 respectively. Since the bandwidth

of the bottleneck link between two DittServ routers is 5 Mb, the above scheduling weights implies

bandwidth allocations of 2 Mb, 2 Mb and 1 Mb for the EF, AF and BE links respectively during

periods of congestion at the edge router.

5 Simulation Results

In this section, results obtained from our sinmlation experiments are presented. The criteria used

to evaluate our proposed strategy are described followed by the description of our experiments and

numerical results.

7
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5.1 Performance Criteria

To show the effectiveness of our mapping strategy in providing QoS to end ATN applications, we

have used goodput, queue size and drop ratio as the performance criteria. In tile next section, we

present the results of measurements of the above quantities from our simulation experiments.

5.2 Simulation Cases

We use the following four simulation cases to determine the QoS obtained by ATN sources.

Case 1: No congestion: Tile traffic generated by the each high, nmdium and normal

priority sources were set to 1 Nil), 0.666 Mb and 0.2 Mb respectively. According to the network

configuration described in Section 4.2, there are two, three and five sources generating high,

medium and normal priority tratfic of 2Mb, 2Mb and 1Mb respectively. The amonnt of

traffic of different priority are equal to the corresponding output link bandwidth assigned by

scheduler described in Section 4.2. Under this scenario, there should not be any significant

congestion at the edge DitPServ router because the sum of the traffic from the sources is equal

to the bandwidth of the bottleneck link.

Case 2: Normal priority traftic gets into congestion: The traffic generated by the

each high, medium and normal priority sources were set to 1 Mb, 0.666 Mb and 0.6 Mb

respectively. According to the network configuration described in Section 4.2, there are two,

three and five sources generating high, medium and normal priority traffic of 2Mb, 2Mb

and 3Mb respectively. The amount of traffic of high and medium priority are still equal

to the corresponding output link bandwidth assigned by scheduler described in Section 4.2.

However, the amount of traffic of normal priority is greater than its corresponding output



link bandwidth.Underthis scenario,the normal priority traffic gets into congestion at the

edge Diffserv router.

Case 3: Medium priority traffic gets into congestion: The traffic generated by the

each high, mediunl and normal priority sources were set to 1Mb, 1.333 Mb and 0.2 Mb

respectively. According to the network configuration described in Section 4.2, there are two,

three and five sources generating high, medium and normal priority traffic of 2Mb, 4Mb

and 1Mb respectively. The amount of traffic of high and normal priority are still equal to

the corresponding output link bandwidth assigned by scheduler described in Section 4.2.

However, the amount of traffic of medium priority is greater than its corresponding output

link l)andwidth. Under this scenario, the medium priority traJ_c gets into congestion at the

edge Diffserv router.

Case 4: Both medium and normal priority traffics get into congestion: The traffic

generated by the each high, medium and normal priority sources were set to 1Mb, 1.333 Mb

and 0.6 Mb respectively. According to the network configuration described in Section 4.2,

there are two, three and five sources generating high, medium aim normal priority traffic

of 2Mb, 4Mb and aMb respectively. The ainount of traffic of high priority is still equal

to the corresponding output link bandwidth assigned by scheduler described in Section 4.2.

Ilowever, the amount of traffic of both medium and normal priority are greater than their

corresponding output link bandwidth. Under this scenario, both medium and normal priority

traffics get into congestion at the edge Diffserv router.

5.3 Numerical Results

Table 2 shows the goodput of each ATN source for four different cases described in Section 5.2.

Table 3 shows the drop ratio measured at the scheduler for four cases of the three different types

of ATN sources. Figures 7, 8, 9 and 10 show the queue size for each of the four case (from Case 1

to (Tase 4), from which the (tueuing delay and jitter can be evaluated.

Table 2: Goodput of each ATN source (Unit: Kb/S)

Sources Case 1 Case 2 Case 2 Case 4

Egh priority Sources Source 999.9990 999.9990 999.9990

Source 999.i)990 999.9990 999.9990

Source 666.6660 668.2409 668.4719

ledium priority Sources Source 666.6660 667.3379 667.5270

Source 666.6660 664.4189 663.9990

formal priority Sources

Source

Source

Source

Sollrce

Source

0 999.9990

1 999.9990

2 666.6660

3 666.6660

4 666.6660

5 200.0039

6 200.0039

7 200.0039

8 199.9830

9 200.0039

199.6469

201.8520

202.4190

199.8779

196.2030

200.0039

200.0039

200.0039

199.9830

200.0039

199.4790

201.9780

201.6840

200.4660

196.3920

Case 1 is an ideal case. Each type of source (high, me(lium and normal priority sources)

generates traffic at the rate equal to the bandwidth assigned by the scheduler. Therefore, there is

no significant network congestion at the edge Diffserv router. As seen in Table 2, the goodput of

each source is ahnost the same as its traffic generation rate. Froin Table 3, the dro I) ratio of each



Table3: Dropratio of ATNtraffic.

Type of traffic Case 1 Case 2 Case 3 Case 4

High priority Traffic 0.000000 0.000000 0.000000 0.000000

Medium priority Traffic 0.000000 0.000000 0.499817 0.499834

Normal priority Traffc 0.000000 0.665638 0.000000 0.665616
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Figure 7: Queue size plots for Case 1

type of sources is zero. Figure 7 shows the queuing perforinance of each queue. Because this is an

ideal case, the size of each queue is very small. Though the three queues have almost the same

average size, we observe that the normal priority queue (mapping to BE queue, according to the

mapping flmction) has the largest jitter, delay).

In ease 2, we increased the traffic generation rate of normal priority sources, keeping the rates

of the other two types of traffic unchanged. The traffic generating rate of each normal priority

source is set to 0.6Mb. In this case, the normal priority traffic gets congested. As shown by 'Fable

3, the drop ratio of normal priority traffic is greatly increased. However, drop ratio for the other

two sources still remain at zero. As seen in Table 2, the goodput of normal priority traffic for each

source is only about 0.2Mb, instead of the traffic generation rate of 0.6Mb. The reason is that the

total available output bandwidth of normal priority traffic has been assigned to 1Mb by scheduler.

From Figure 8, we find that the average queue size of the normal priority queue is far greater than

the other two types of sources. In addition, the jitter of normal priority traffic is also greater than

the other two types of sources. The high priority traffic has the smallest average queue size and

the smallest jitter.

Case 3 is very similar to case 2. The only difference is that the median priority traffic, rather

than normal priority traffic, gets into congestion. As expected, we find the drop ratio of median

10
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Figure 8: Queue size plots for Case 2.

priority traffic is increased with other two traffic types remaining at zero, and the goodput is also

limited by the output link bandwidth assigned by the scheduler (which is 2Mb). From Figure 9,

we find that both the jitter and the average queue size of medium priority traffic are far greater

than the other two traffic types. The high priority traffic has tile smallest average queue size and

the smallest jitter.

In Case 4, we increased the traffic generation rates of both medium and normal priority sources.

Both of them get into network congestion in this case. We find from Table 3 that the drop ratio

of high priority traffic remains at zero, and drop ratios of both medium priority traffic and normal

priority traffic are greatly increased. Furthermore, the drop ratio of normal priority traffic is greater

than that of medium priority traffic. As shown by Table 2, the goodput of both the medium and

normal priority traffic are lilnited by their link bandwidths allocated by scheduler. From Figure

10, we see that the normal priority traffic has both the biggest jitter and biggest average queue

size. We can also find that the high priority traffic has both the smallest jitter and smallest average

queue size.

From tile above results, we can arrive at, the f<>llowing observations:

The high priority traffic always has the smallest jitter, the smallest average queue size and the

snmllest drop ratio without being affected by the performance of other traffic. In other words,

the high priority traffic receives the highest priority, which satisfies the t)riority requirements

of ATN.

The medium priority traffic has smaller drop ratio, jitter and queue size than tile normal

priority traffic, even in the presence of network congestion. This also satisfies the priority

requirements of ATN.

We therefore, conclude that the prior'it_.l requirements of ATN can, be successfull?l achie_)ed when

A T'N traffic is mapped to the DiffServ domain in n.e:rt generation Internet.

11
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6 Conclusion

In this paper, we have proposed DiffServ as the backbone network to interconnect ATN subnetworks.

We have designed a mapping function to map traffic flows coming from ATN with different priorities

(indicated by the priority field in ATN packet header) to the corresponding PHBs in the DiffServ
domain.

The proposed scheme has been studied in detail using simulation. It has been found that the

QoS requirements of ATN can be achieved when ATN runs over DiffServ. We have illustrated our

scheme by mapping ATN traffic of three different priorities to the three service classes of DiffServ.

The ability of our scheme to provide QoS to end ATN applications has been demonstrated by

measuring the drop ratio, goodput and (lueue size. We found that the high priority ATN traffic has

the smallest jitter, the smallest average queue size and the smallest drop ratio, and is unaffected

by the perforinance of other traffic. Moreover, the medium priority ATN traffic has a smaller drop

ratio, jitter and queue size than the normal traffic, even in the presence of network congestion.
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ABSTRACT

Satellite networks play an indispensable role in providing global Internet access and electronic

connectivity. To achieve such a global communications, provisioning of quality of service (QoS)

within the advanced satellite systems is the main requirement. One of the key mechanisms of

implementing the quality of service is traffic management. Traffic management becomes a crucial

factor in the case of satellite network because of the limited availability of their resources.

Currently, Internet Protocol (IP) only has minimal traffic management capabilities and provides

best effort services. In this paper, we presented a broadband satellite network QoS model and

simulated performance results. In particular, we discussed the TCP flow aggregates performance

for their good behavior in the presence of competing UDP flow aggregates in the same assured

forwarding. We identified several factors that affect the performance in the mixed environments

and quantified their effects using a full factorial design of experiment methodology.
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1. INTRODUCTION

The increasing worldwide demand for more bandwidth and Intemet access is creating new

opportunities for the deployment of global next generation satellite networks. Today it is clear that

satellite networks will be a significant player in the digital revolution, and will specially benefit

from on-board digital processing and switching, as well as other such technological advances as

emerging digital compression, narrow spot beams for frequency reuse, digital intersatellite links,

advanced link access methods and multicast technologies. Many new satellite communication

systems have been planned and are under development including at Ka, Q/V-bands [7]. Some of

the key design issues for satellite networks include efficient resource management schemes and

QoS architectures.

However, satellite systems have several inherent constraints. The resources of the satellite

communication network, especially the satellite and the Earth station, are expensive and typically

have low redundancy; these must be robust and be used efficiently. The large delays in

geostationary Earth orbit (GEO) systems and delay variations in low Earth orbit (LEO) systems

affect both real-time and non-real-time applications. In an acknowledgement and time-out-based

congestion control mechanism (like TCP), performance is inherently related to the delay-bandwidth

product of the connection. Moreover, TCP round-trip time (RTT) measurements are sensitive to

delay variations that may cause false timeouts and retransmissions. As a result, the congestion

control issues for broadband satellite networks are somewhat different from those of low-latency

terrestrial networks. Both interoperability issues as well as performance issues need to be

addressed before a transport-layer protocol like TCP can satisfactorily work over long-latency

satellite IP ATM networks.



Therehasbeenan increasedinterestin developingDifferentiatedServices(DS) architecturefor

provisioningIPQoSoversatellitenetworks.DSaimsto providescalableservicedifferentiationin

the Internet that can be used to permit differentiatedpricing of Internetservice [1]. This

differentiationmay eitherbe quantitativeor relative. DS is scalableastraffic classificationand

conditioningis performedonly atnetworkboundarynodes.Theserviceto bereceivedby atraffic

is markedasa codepoint in theDS field in the IPv4or IPv6 header.TheDS codepoint in the

headerof an IP packetis usedto determinethe Per-HopBehavior(PHB), i.e. the forwarding

treatmentit will receiveat a networknode. Currently,formal specificationis availablefor two

PHBs- AssuredForwarding[4] andExpeditedForwarding[5]. In ExpeditedForwarding,atransit

nodeusespolicingandshapingmechanismsto ensurethat the maximumarrival rateof a traffic

aggregateis lessthan its minimumdeparturerate. At eachtransitnode,the minimumdeparture

rateof atrafficaggregateshouldbeconfigurableandindependentof othertraffic atthenode. Such

a per-hopbehaviorresultsin minimumdelayandjitter andcanbeusedto provideanend-to-end

"VirtualLeasedLine'typeof service.

In AssuredForwarding(AF), IPpacketsareclassifiedasbelongingto oneof four traffic classes.IP

packetsassignedto differenttraffic classesareforwardedindependentof eachother. Eachtraffic

classis assigneda minimumconfigurableamountof resources(link bandwidthandbufferspace).

Resourcesnotbeingcurrentlyusedby anotherPHBor anAF traffic classcanoptionallybeusedby

remainingclasses. Within a traffic class,a packet is assignedone of three levels of drop

precedence(green,yellow, red). In caseof congestion,an AF-compliantDS nodedrops low

precedence(red)packetsinpreferenceto higherprecedence(green,yellow)packets.



In this paper,we describea wide rangeof simulations,varying severalfactorsto identify the

significantonesinfluencingfair allocationof excesssatellitenetworkresourcesamongcongestion

sensitiveandinsensitiveflows. Thefactorsthatwestudiedin Section2 includea) number of drop

precedence required (one, two, or three), b) percentage of reserved (highest drop precedence)

traffic, c) buffer management (Tail drop or Random Early Drop with different parameters), and d)

traffic types (TCP aggregates, UDP aggregates). Section 3 describes the simulation configuration

and parameters and experimental design techniques. Section 4 describes Analysis Of Variation

(ANOVA) technique. Simulation results for TCP and UDP, for reserve rate utilization and fairness

are also given. Section 5 summarizes the study's conclusions.

2. QOS FRAME WORK

The key factors that affect the satellite network performance are those relating to bandwidth

management, buffer management, traffic types and their treatment, and network configuration.

Band width management relates to the algorithms and parameters that affect service (PHB) given to

a particular aggregate. In particular, the number of drop precedence (one, two, or three) and the

level of reserved traffic were identified as the key factors in this analysis.

Buffer management relates to the method of selecting packets to be dropped when the buffers are

full. Two commonly used methods are tail drop and random early drop (RED). Several variations

of RED are possible in case of multiple drop precedence. These variations are described in Section

3.

_:_. :._ .. .



Two traffic types that we considered are TCP and UDP aggregates. TCP and UDP were separated

out because of their different response to packet losses. In particular, we were concerned that if

excess TCP and excess UDP were both given the same treatment, TCP flows will reduce their rates

on packet drops while UDP flows will not change and get the entire excess bandwidth. The

analysis shows that this is in fact the case and that it is important to give a better treatment to excess

TCP than excess UDP.

In this paper, we used a simple network configuration which was chosen in consultation with other

researchers interested in assured forwarding. This is a simple configuration, which we believe,

provides most insight in to the issues and on the other hand will be typical of a GEO satellite

network.

We have addressed the following QoS issues in our simulation study:

• Three drop precedence (green, yellow, and red) help clearly distinguish between congestion

sensitive and insensitive flows.

• The reserved bandwidth should not be overbooked, that is, the sum should be less than the

bottleneck link capacity. If the network operates close to its capacity, three levels of drop

precedence are redundant as there is not much excess bandwidth to be shared.

• The excess congestion sensitive (TCP) packets should be marked as yellow while the excess

congestion insensitive (UDP) packets should be marked as red.

• The RED parameters have significant effect on the performance. The optimal setting of RED

parameters is an area for further research.



2.1 Buffer Management Classifications
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Buffer management techniques help identify which packets should be dropped when the queues

exceed a certain threshold. It is possible to place packets in one queue or multiple queues

depending upon their color or flow type. For the threshold, it is possible to keep a single threshold

on packets in all queues or to keep multiple thresholds. Thus, the accounting (queues) could be

single or multiple and the threshold could be single or multiple. These choices lead to four classes

of buffer management techniques:

1. Single Accounting, Single Threshold (SAST)

2. Single Accounting, Multiple Threshold (SAMT)

3. Multiple Accounting, Single Threshold (MAST)

4. Multiple Accounting, Multiple Threshold (MAMT)

Random Early Discard (RED) is a well known and now commonly implemented packet drop

policy. It has been shown that RED performs better and provides better fairness than the tail drop

policy. In RED, the drop probability of a packet depends on the average queue length which is an

exponential average of instantaneous queue length at the time of the packet's arrival [3]. The drop

probability increases linearly from 0 to max p as average queue length increases from min_th to

max_th. With packets of multiple colors, one can calculate average queue length in many ways and

have multiple sets of drop thresholds for packets of different colors. In general, with multiple



colors,RED policy canbe implementedas a variantof one of four general categories: SAST,

SAMT, MAST, and MAMT.

Single Average Single Threshold RED has a single average queue length and same min_th and

max_th thresholds for packets of all colors. Such a policy does not distinguish between packets of

different colors and can also be called color blind RED. In Single Average Multiple Thresholds

RED, average queue length is based on total number of packets in the queue irrespective of their

color. However, packets of different colors have different drop thresholds. For example, if

maximum queue size is 60 packets, the drop thresholds for green, yellow and red packets can be

{40/60, 20/40, 0/10}. In these simulations, we used Single Average Multiple Thresholds RED.

In Multiple Average Single/Multiple Threshold RED, average queue length for packets of different

colors is calculated differently. For example, average queue length for a color can be calculated

using number of packets in the queue with same or better color [2]. In such a scheme, average

queue length for green, yellow and red packets will be calculated using number of green, yellow +

green, red + yellow + green packets in the queue respectively. Another possible scheme is where

average queue length for a color is calculated using number of packets of that color in the queue

[8]. In such a case, average queue length for green, yellow and red packets will be calculated using

number of green, yellow and red packets in the queue respectively. Multiple Average Single

Threshold RED will have same drop thresholds for packets of all colors whereas Multiple Average

Multiple Threshold RED will have different drop thresholds for packets of different colors.



3. SIMULATION CONFIGURATION AND PARAMETERS

Figure 1 shows the network configuration for simulations. The configuration consists of customers

1 through 10 sending data over the link between Routers 1, 2 and using the same AF traffic class.

Router 1 is located in a satellite ground station. Router 2 is located in a GEO satellite and Router 3

is located in destination ground station. Traffic is one-dimensional with only ACKs coming back

from the other side. Customers 1 through 9 carry an aggregated traffic coming from 5 Reno TCP

sources each. Customer 10 gets its traffic from a single UDP source sending data at a rate of 1.28

Mbps. Common configuration parameters are detailed in Tables 1 and 2. All TCP and UDP

packets are marked green at the source before being _recolored' by a traffic conditioner at the

customer site. The traffic conditioner consists of two 'leaky' buckets (green and yellow) that mark

packets according to their token generation rates (called reserved/green and yellow rate). In two-

color simulations, yellow rate of all customers is set to zero. Thus, in two-color simulations, both

UDP and TCP packets will be colored either green or red. In three-color simulations, customer 10

(the UDP customer) always has a yellow rate of 0. Thus, in three-color simulations, TCP packets

coming from customers 1 through 9 can be colored green, yellow or red and UDP packets coming

from customer 10 will be colored green or red. All the traffic coming to Router 1 passes through a

Random Early Drop (RED) queue. The RED policy implemented at Router 1 can be classified as

Single Average Multiple Threshold RED as explained in Section 3.

We have used NS simulator version 2. lb4a [9] for these simulations.

to implement the traffic conditioner and multi-color RED (RED n).

The code has been modified



3.1 Experimental Design
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In this study, we performed full factorial simulations involving many factors, which are listen in
Tables 3 and 4 for two-color simulations and in Tables 5, 6 for three-color simulations:

• Green Trqffic Rates: Green traffic rate is the token generation rate of green bucket in the traffic

conditioner. We have experimented with green rates of 12.8, 25.6, 38.4 and 76.8 kbps per

customer. These rates correspond to a total of 8.5%, 17.1%, 25.6% and 51.2% of network

capacity (1.5 Mbps). In order to understand the effect of green traffic rate, we also conduct

simulations with green rates of 102.4, 128, 153.6 and 179.2 kbps for two-color cases. These

rates correspond to 68.3%, 85.3%, 102.4% and 119.5% of network capacity respectively. In last

two cases, we have oversubscribed the available network bandwidth. The Green rates used and

the simulations sets are shown in Tables 3 and 5 for two and three-color simulations

respectively.

• Green Bucket Size: 1, 2, 4, 8, 16 and 32 packets of 576 bytes each, shown in Tables 4 and 6.

• Yellow Trq{fic Rate (only for three-color simulations, Table 6): Yellow traffic rate is the token

generation rate of yellow bucket in the traffic conditioner. We have experimented with yellow

rates of 12.8 and 128 kbps per customer. These rates correspond to 7.7% and 77% of total

capacity (1.5 Mbps) respectively. We used a high yellow rate of 128 kbps so that all excess

(out of green rate) TCP packets are colored yellow and thus can be distinguished from excess

UDP packets that are colored red.

• Yellow Bucket Size (only for three-color simulations, Table 6): 1, 2, 4, 8, 16, 32 packets of 576

bytes each.
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Maximum Drop Probability: Maximum drop probability values used in the simulations are

listed in Tables 4 and 6.

Drop Thresholds for red colored packets: The network resources allocated to red colored

packets and hence the fairness results depend on the drop thresholds for red packets. We

experimented with different values of drop thresholds for red colored packets so as to achieve

close to best fairness possible. Drop thresholds for green packets have been fixed at {40,60}

for both two and three-color simulations. For three-color simulations, yellow packet drop

thresholds are {20,40}. Drop threshols are listed in Tables 4 and 6.

In these simulations, size of all queues is 60 packets of 576 bytes each. The queue weight used to

calculate RED average queue length is 0.002. For easy reference, we have given an identification

number to each simulation (Tables 3 and 5). The simulation results are analyzed using ANOVA

techniques [6] briefly described in Section 8.

3.2 Performance Metrics

Simulation results have been evaluated based on utilization of reserved rates by the customers and

the fairness achieved in allocation of excess bandwidth among different customers.

Utilization of reserved rate by a customer is measured as the ratio of green throughput of the

customer and the reserved rate. Green throughput of a customer is determined by the number of

green colored packets received at the traffic destination(s). Since in these simulations, the drop
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thresholdsfor greenpacketsarekeptveryhigh in theREDqueueat Router1, chancesof a green

packetgettingdroppedareminimalandideallygreenthroughputof acustomershould

equalitsreservedrate.

The fairness in allocation of excess bandwidth among n customers sharing a link can be computed

using the following formula [6]:

Fairness Index= _-_x')2

Where xi is the excess throughput of the ith customer. Excess throughput of a customer is

determined by the number of yellow and red packets received at the traffic destination(s).

4. SIMULATION RESULTS

Simulation results of two and three-color simulations are shown in Figures 2 and 3, where a

simulation is identified by its Simulation ID listed in Tables 3 and 5. Figures 2a and 2b show the

fairness achieved in allocation of excess bandwidth among ten customers for each of the two and

three-color simulations respectively. It is clear from figure 2a that fairness is not good in two-color

simulations. With three colors, there is a wide variation in fairness results with best results being

close to 1. Fairness is zero in some of the two-color simulations. In these simulations, total

reserved traffic uses all the bandwidth and there is no excess bandwidth available to share. Also,

there is a wide variation in reserved rate utilization by customers in two and three-color

simulations.
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Figure3 showsthe reserved rate utilization by TCP and UDP customers. For TCP customers

shown in Figures 3a and 3c, we have plotted the average reserved rate utilization in each

simulation. In some cases, reserved rate utilization is slightly more than one. This is because token

buckets are initially full which results in all packets getting green color in the beginning. Figures

3b and 3d show that UDP customers have good reserved rate utilization in almost all cases. In

contrast, TCP customers show a wide variation in reserved rate utilization.

In order to determine the influence of different simulation factors on the reserved rate utilization

and fairness achieved in excess bandwidth distribution, we analyze simulation results statistically

using Analysis of Variation (ANOVA) technique. Section 4.1 gives a brief introduction to

ANOVA technique used in the analysis. In later sections, we present the results of statistical

analysis of two and three-color simulations, in Sections 4.2 and 4.3.

4.1 Analysis Of Variation (ANOVA) Technique

The results of a simulation are affected by the values (or levels) of simulation factors (e.g. green

rate) and the interactions between levels of different factors (e.g. green rate and green bucket size).

The simulation factors and their levels used in this simulation study are listed in Tables 3, 4, 5 and

6. Analysis of Variation of simulation results is a statistical technique used to quantify these

effects. In this section, we present a brief account of Analysis of Variation technique. More details

can be found in [6].
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Analysisof Variation involvescalculatingthe Total Variation in simulation results around the

Overall Mean and doing Allocation of Variation to contributing factors and their interactions.

Following steps describe the calculations:

1. Calculate the Overall Mean of all the values.

2. Calculate the individual effect of each level a of factor A, called the Main Effect of a:

Main Effect_ = Mear_ - Overall Mean

where, Main Effecta is the main effect of level a of factor A, Mear_ is the mean of all results

with a as the value for factor A.

The main effects are calculated for each level of each factor.

. Calculate the First Order Interaction between levels a and b of two factors A and B respectively

for all such pairs:

Interactior_,b -- Mean_,b - (Overall Mean + Main Effecta + Main Effectb)

where, lnteraction_,b is the interaction between levels a and b of factors A and B respectively,

Mean_,b is mean of all results with a and b as values for factors A and B, Main Effecta and Main

Effectb are main effects of levels a and b respectively.

4. Calculate the Total Variation as shown below:

Total Variation = 5_(result 2) - (Num_Sims) × (Overall Mean 2)

where, _(result 2) is the sum of squares of all individual results and Num_Sims is total number

of simulations.
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The next step is the Allocation of Variation to individual main effects and first order

interactions. To calculate the variation caused by a factor A, we take the sum of squares of the

main effects of all levels of A and multiply this sum with the number of experiments conducted

with each level of A. To calculate the variation caused by first order interaction between two

factors A and B, we take the sum of squares of all the first-order interactions between levels of

A and B and multiply this sum with the number of experiments conducted with each

combination of levels of A and B. We calculate the allocation of variation for each factor and

first order interaction between every pair of factors.

4.2 ANOVA Analysis for Reserved Rate Utilization

Table 7 shows the Allocation of Variation to contributing factors for reserved rate utilization. As

shown in Figures 3b and 3d, reserved rate utilization of UDP customers is almost always good for

both two and three-color simulations. However, in spite of very low probability of a green packet

getting dropped in the network, TCP customers are not able to fully utilize their reserved rate in all

cases. The little variation in reserved rate utilization for UDP customers is explained largely by

bucket size. Large bucket size means that more packets will get green color in the beginning of the

simulation when green bucket is full. Green rate and interaction between green rate and bucket size

explain a substantial part of the variation. This is because the definition of rate utilization metric

has reserved rate in denominator. Thus, the part of the utilization coming from initially full bucket

gets more weight for low reserved rate than for high reserved rates. Also, in two-color simulations

for reserved rates 153.6 kbps and 179.2 kbps, the network is oversubscribed and hence in some

cases UDP customer has a reserved rate utilization lower than one. For TCP customers, green
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bucketsizeis the mainfactorin determiningreservedrateutilization. TCP traffic, becauseof its

bursty nature, is not able to fully utilize its reserved rate unless bucket size is sufficiently high. In

our simulations, UDP customer sends data at a uniform rate of 1.28 Mbps and hence is able to fully

utilize its reserved rate even when bucket size is low. However, TCP customers can have very poor

utilization of reserved rate if bucket size is not sufficient. The minimum size of the leaky bucket

required to fully utilize the token generation rate depends on the burstiness of the traffic.

4.3 ANOVA Analysis for Fairness

Fairness results shown in Figure 2a indicate that fairness in allocation of excess network bandwidth

is very poor in two-color simulations. With two colors, excess traffic of TCP as well as UDP

customers is marked red and hence is given same treatment in the network. Congestion sensitive

TCP flows reduce their data rate in response to congestion created by UDP flow. However, UDP

flow keeps on sending data at the same rate as before. Thus, UDP flow gets most of the excess

bandwidth and the fairness is poor. In three-color simulations, fairness results vary widely with

fairness being good in many cases. Table 8 shows the important factors influencing fairness in

three-color simulations as determined by ANOVA analysis. Yellow rate is the most important

factor in determining fairness in three-color simulations. With three colors, excess TCP traffic can

be colored yellow and thus distinguished from excess UDP traffic, which is colored red. Network

can protect congestion sensitive TCP traffic from congestion insensitive UDP traffic by giving

better treatment to yellow packets than to red packets. Treatment given to yellow and red packets

in the RED queues depends on RED parameters (drop thresholds and max drop probability values)

for yellow and red packets. Fairness can be achieved by coloring excess TCP packets as yellow
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and setting the RED parametervalues for packetsof different colors correctly. In these

simulations, we experiment with yellow rates of 12.8 kbps and 128 kbps. With a yellow rate of

12.8 kbps, only a fraction of excess TCP packets can be colored yellow at the traffic conditioner

and thus resulting fairness in excess bandwidth distribution is not good. However with a yellow

rate of 128 kbps, all excess TCP packets are colored yellow and good fairness is achieved with

correct setting of RED parameters. Yellow bucket size also explains a substantial portion of

variation in fairness results for three-color simulations. This is because bursty TCP traffic can fully

utilize its yellow rate only if yellow bucket size is sufficiently high. The interaction between

yellow rate and yellow bucket size for three-color fairness results is because of the fact that

minimum size of the yellow bucket required for fully utilizing the yellow rate increases with yellow

rate.

It is evident that three colors are required to enable TCP flows get a fair share of excess network

resources. Excess TCP and UDP packets should be colored differently and network should treat

them in such a manner so as to achieve fairness. Also, size of token buckets should be sufficiently

high so that bursty TCP traffic can fully utilize the token generation rates.

5. CONCLUSIONS

One of the goals of deploying multiple drop precedence levels in an Assured Forwarding traffic

class on a satellite network is to ensure that all customers achieve their reserved rate and a fair

share of excess bandwidth. In this paper, we analyzed the impact of various factors affecting the

performance of assured forwarding. The key conclusions are:
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• Thekeyperformanceparameteris the level of green (reserved) traffic. The combined reserved

rate for all customers should be less than the network capacity. Network should be configured

in such a manner so that in-profile traffic (colored green) does not suffer any packet loss and is

suceessfully delivered to the destination.

• If the reserved traffic is overbooked, so that there is little excess capacity, two drop precedence

give the same performance as three.

• The fair allocation of excess network bandwidth can be achieved only by giving different

treatment to out-of-profile traffic of congestion sensitive and insensitive flows. The reason is

that congestion sensitive flows reduce their data rate on detecting congestion however

congestion insensitive flows keep on sending data as before. Thus, in order to prevent

congestion insensitive flows from taking advantage of reduced data rate of congestion sensitive

flows in case of congestion, excess congestion insensitive traffic should get much harsher

treatment from the network than excess congestion sensitive traffic. Hence, it is important that

excess congestion sensitive and insensitive traffic is colored differently so that network can

distinguish between them. Clearly, three colors or levels of drop precedence are required for

this purpose.

• Classifiers have to distinguish between TCP and UDP packets in order to meaningfully utilize

the three drop precedence.

• RED parameters and implementations have significant impact on the performance. Further

work is required for recommendations on proper setting of RED parameters.
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Table 1: General Configuration Parameters used in Simulation

Simulation Time 100 seconds

TCP Window 64 packets

IP Packet Size 576 bytes

UDP Rate 1.28Mbps

Maximum queue size (for all queues) 60 packets
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Table 2: Link Parameters used in Simulations

Link between UDP/TCPs and Customers:

Link Bandwidth 10 Mbps

One way Delay 1 microsecond

Drop Policy DropTail

Link between Customers (Sinks) and Router 1 (Router 3):

Link Bandwidth 1.5 Mbps

One way Delay 5 microseconds

Drop Policy DropTail
Link between Router 1 and Router 2:

Link Bandwidth 1.5 Mbps

One way Delay

Drop Policy From Router 1 to Router 2

125 milliseconds

RED_n

Drop Policy From Router 2 to Router 1 DropTail
Link between Router 2 and Router 3:

Link Bandwidth 1.5 Mbps

One way Delay 125 milliseconds

Drop Policy DropTail
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Table3:Two-colorSimulationSetsandtheirGreenRate

Simulation ID Green Rate _bps][1-144 12.8

201-344 25.6 I
401-544 38.4

601-744 76.8

1801-944 102.4 I1001-1144 128

I 1201-1344 153.6 I1401-1544 179.2
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Table4: Parameters,whichcombinationsareusedin eachSetof two-color Simulations

Max Drop Drop Probability {0.1, 0.1}, {0.1, 0.5}, {0.1, 1}, {0.5, 1}, {0.5, 1}, {1, 1}

Green, Red}

Drop Thresholds {40/60, 0/10}, {40/60, 0/20}, {40/60, 0/5}, {40/60, 20/40}

Green, Red)
Green Bucket

(in Packets)

1,2,4,8,16,32
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Table5:Three-colorSimulationSetsandtheirGreenRate

SimulationID GreenRate[kbps]
1-720 12.8
1001-1720 25.6
2001-2720 38.4
3001-3720 76.8
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Table6: Parameters,whichcombinationsareusedin eachSetof three-colorSimulations

MaxDropDropProbability {0.1,0.5,1},{0.1,1,1},{0.5,0.5,1},{0.5,1,1},{1,1,1}
{Green,Yellow,Red}
DropThresholds {40/60, 20/40, 0/10}, {40/60, 20/40, 0/20}

{Green, Yellow, Red}

Yellow Rate 12.8, 128

[kbps]
Green bucket Size 1, 2, 4, 8, 16, 32

(in packets)

Yellow bucket Size !, 2, 4, 8, 16, 32

(in packets)
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Table7:Main FactorsInfluencingReservedRateUtilizationResults

Factor/Interaction
Allocationof Variation(in %age)

In two-colorSimulations In three-colorSimulations
TCP UDP TCP UDP

GreenRate 8.86% 31.55% 2.21% 20.41%
GreenBucketSize 86.22% 42.29% 95.25% 62.45%
GreenRate-
GreenBucketSize 4.45% 25.35% 1.96% 17.11%



26

Table8: MainFactorsInfluencingFairnessResultsin three-colorSimulations

Factor/Interaction Allocationof Variation(in%age) ]
YellowRate 41.36 I
Yellow Bucket Size 28.96

Interaction between Yellow Rate

and Yellow Bucket Size 26.49
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TCP

UDP

ROUTER2

o

1.5 Mbps,

125 milliseconds

ROUTER l

1.5 Mbps, 5 microseconds

o

10 Mbps, 1 microsecond

SATELLITE

1.5 Mbps,

125 milliseconds

ROUTER 3

0

0

0

0

0

SINKS

Figure 1. Simulation Configuration
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Fairness in Two-Color Simulations
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Fairness in Three-Color Simulations
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Figure 2b. Simulation Results: Fairness achieved in Three-Color Simulations with different
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3O

Reserved Rate Utilization by TCP Customers in Two-Color Simulations
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Figure 3a. Reserved Rate Utilization by TCP Customers in two-color Simulations
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Reserved Rate Utilization by UDP Customers in Two-Color Simulations
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Reserved Rate Utilization by TCP Customers in Three-Color Simulations
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Reserved Rate Utilization by UDP Customers in Three-Color Simulations
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Abstract

Delivering congestion signals is essential to the performance of networks. Current TCP/IP networks use packet

losses to signal congestion. Packet losses not only reduces TCP performance, but also adds large delay. Explicit

Congestion Notification (ECN) delivers a faster indication of congestion and has better performance. However,

current ECN implementations mark the packet from the tail of the queue. In this paper, we propose the mark-front

strategy to send an even faster congestion signal. We show that mark-front strategy reduces buffer size requirement,

improves link efficiency and provides better fairness among users. Simulation results that verify our analysis are also

presented.

Keywords: Explicit Congestion Notification, mark-front, congestion control, buffer size requirement, fairness.

1 Introduction

Delivering congestion signals is essential to the performance of computer networks. In TCP/IP, congestion signals

from the network are used by the source to determine the load. When a packet is acknowledged, the source increases

its window size. When a congestion signal is received, its window size is reduced [ I, 2].

TCP/IP uses two methods to deliver congestion signals. The first method is timeout. When the source sends a packet,

it starts a retransmission timer. If it does not receive an acknowledgment within a certain time, it assumes congestion

has happened in the network and the packet has been lost. Timeout is the slowest congestion signal because of the

source has to wait a long time for the retransmission timer to expire.

The second method is loss detection. In this method, the receiver sends a duplicate ACK immediately on reception of

each out-of-sequence packet. The source interprets the reception of three duplicate acknowledgments as a congestion

packet loss. Loss detection can avoid the long wait of timeout.

Both timeout and loss detection use packet losses as congestion signals. Packet losses not only increase the traffic

in the network, but also add large transfer delay. The Explicit Congestion Notification (ECN) proposed in [3, 4]

provides a light-weight mechanism for routers to send a direct indication of congestion to the source. It makes use of

two experimental bits in the IP header and two experimental bits in the TCP header. When the average queue length

exceeds a threshold, the incoming packet is marked as congestion experienced with a probability calculated from the

average queue length. When the marked packet is received, the receiver marks the acknowledgment using an ECN-

Echo bit in the TCP header to send congestion notification back to the source. Upon receiving the ECN-Echo, the

source halves its congestion window to help alleviate the congestion.

Many authors have pointed out that marking provides more information about the congestion state than packet drop-

ping [5, 6], and ECN has been proven to be a better way to deliver congestion signal and exhibits a better performance

[4, 5, 71.

*This research was sp_)nsored in part by grants from Nokia Corporalion, Burlington, Massachusetts and NASA Glenn Research Center, Cleve-

land, Ohio.



In most ECN implementations, when congestion happens, the congested router marks the incoming packet that just
entered the queue. When the buffer is full or when a packet needs to be dropped as in Random Early Detection (RED),

some implementations, such as the ns simulator [8], have the "drop from front" option as suggested by Yin [9] and
Lakshman ll0]. A brief discussion of drop from front in RED can be found in [! 1]. However, for packet marking,

these implementations still pick the incoming packet and not the front packet. We call this policy "mark-tail".

In this paper, we propose a simple marking mechanism -- the "mark-front" strategy. This strategy marks a packet
when the packet is going to leave the queue and the queue length is greater than the pre-determined threshold. The

mark-front strategy is different from the current mark-tail policy in two ways. First, since the router marks the packet
at the time when it is sent, and not at the time when the packet is received, a more up-to-date congestion signal is

carried by the marked packet. Second, since the router marks the packet in the front of the queue and not the incoming

packet, congestion signals do not undergo the queueing delay as the data packets. In this way, a faster congestion
feedback is delivered to the source.

The implementation of this strategy is extremely simple. One only needs to move the marking action from the enqueue

procedure to the dequeue procedure and choose the packet leaving the queue in stead of the packet entering the queue.

We justify the mark-t¥ont strategy by studying its benefits. We find that, by providing faster congestion signals, mark-

front strategy reduces the buffer size requirement at the routers; it avoids packet losses and thus improves the link

efficiency when the buffer size in routers is limited. Our simulations also show that mark-front strategy improves the
fairness among old and new users, and alleviates TCP's discrimination against connections with large round trip time.

The mark-front strategy differs from the "drop from front" option in that when packets are dropped, only implicit

congestion feedback can be inferred from timeout or duplicate ACKs; when packets are marked, explicit and faster

congestion feedback is delivered to the source.

Gibbons and Kelly [61 suggested a number of mechanisms for packet marking, such as "marking all the packets in

the queue at the time of a packet loss", "marking every packet leaving the queue from the time of a packet loss until

the queue becomes empty", and "marking packets randomly as they leave the queue with a probability so that later
packets will not be lost." Our mark-front strategy differs from these marking mechanisms in that it is a simple marking
rule that faithfully reflects the up-to-date congestion status, while the mechanisms suggested by Gibbons and Kelly

either do not reflect the correct congestion status, or need sophisticated probability calculation about which no sound

algorithm is known.

It is worth mentioning that mark-front strategy is as effective in high speed networks as in low speed networks.
Lakshman and Madhow [12] showed that the amount of drop-tail switches should be at least two to three times the

bandwidth-delay product of the network in order for TCP to achieve decent performance and to avoid losses in the

slow start phase. Our analysis in section 4.3 reveals that in the steady-state congestion avoidance phase, the queue
size Iluctuates from empty to one bandwidth-delay product. So the queueing delay experienced by packets when

congestion happens is comparable to the lixed round-trip time. i Therefore, the mark-front strategy can save as much
as a fixed round-trip time in congestion signal delay, independent of the link speed.

We should also mention that the mark-front strategy applies to both wired and wireless networks. When the router

threshold is properly set, the coherence between consecutive packets can be used to distinguish packet losses due to

wireless transmission error from packet losses due to congestion. This result will be reported elsewhere.

This paper is organized as follows. In section 2 we describe the assumptions for our analysis. Dynamics of queue

growth with TCP window control is studied in section 3. In section 4, we compare the buffer size requirements of

mark-front and mark-tail strategies. In section 5, we explain why mark-front is fairer than mark-tail. The simulation
results that verify our conclusions are presented in section 6. In section 7, we remove the assumptions made to facilitate

the analysis, and apply the mark-front strategy to the RED algorithm. Simulation results show that mark-front has the

advantages over mark-tail as revealed by the analysis.

tThe lixed round-triptime isihe round-triplime underlight load, i e., wilhoutqueueingdelay.

2



2 Assumptions

ECN is used together with TCP congestion control mechanisms like slow start and congestion avoidance [2]. When the

acknowledgment is not marked, the source follows existing TCP algorithms to send data and increase the congestion

window. Upon the receipt of an ECN-Echo, the source halves its congestion window and reduces the slow start
threshold. In the case of a packet loss, the source follows the TCP algorithm to reduce the window and retransmit the

lost packet.

ECN delivers congestion signals by setting the congestion experienced bit, but determining when to set the bit depends
on the congestion detection policy. In [3], ECN is proposed to be used with average queue length and RED. Their goal

is to avoid sending congestion signals caused by transient traffic and to desynchronize sender windows [13, 14]. In

this paper, to allow analytical modeling, we assume a simplified congestion detection criterion: when the actual queue
length is smaller than the threshold, the incoming packet will not be marked; when the actual queue length exceeds

the threshold, the incoming packet will be marked.

We also make the following assumptions. (1) Receiver windows are large enough so the bottleneck is in the network.
(2) Senders always have data to send and will send as many packets as their windows allow. (3) There is only one

bottleneck link that causes queue buildup. (4) Receivers acknowledge every packet received and there are no delayed

acknowledgments. (5) There is no ACK compression [ 15]. (6) The queue length is measured in packets and all packets
have the same size.

3 Queue Dynamics with TCP Window Control

In this section, we study the relationship between the window size at the source and the queue size at the congested

router. The purpose is to show the difference between mark-tail and mark-front strategies. Our analysis is made on one

connection, but with small modifications, it can also apply to multiple connection case. Simulation results of multiple
connections and connections with different round trip time will be presented in section 6.

In a path with one connection, the only bottleneck is the first link with the lowest rate in the entire route. In case of

congestion, queue builds up only at the router before the bottleneck link. The Iollowing lemma is obvious.

Lemma 1 If the data rate of the bottleneck link is d packets per second, then the downstream packet inter-arrival

time and the ack inter-arrival time on the reverse link can not be shorter than 1/d seconds. If the bottleneck Ih_k
is fully-loaded (i.e., no idling), then the downstream packet inter-arrival time and the ack inter-arrival time on the
reverse link are 1/ d seconds.

Denote the source window size at time t as w(t), then we have

Theorem 1 Consider a path with only one connection and only one bottleneck link. Let the fixed round trip time be

r seconds, the bottleneck Ihlk rate be d packets per second, and the propagation and transmission time between the

source and bottleneck router be tp. if the bottleneck link has been bus_'for at least r seconds, and a packet just arrived
at the congested router at time t, then the queue length at the congested router is

O(t) = w(t - t,) - rd. (I)

Proof Consider the packet that just arrived at the congested router at time t. It was sent by the source at time t - tv.

At that time, the number of packets on the path and outstanding acks on the reverse link was w(t - tv). By time t, tpd
acks are received by the source. All packets between the source and the router have entered the congested router or

have been sent downstream. As shown in Figure 1, the pipe length from the congested router to the receiver, and then

back to the source is r - t_,. The number of downstream packets and outstanding acks are (r - tv)d. The rest of the
w(t - tv) unacknowledged packets are still in the congested router. So the queue length is

Q(t) = w(t - tp) - tvd - (r - tp)d = w(t - tp) - rd. (2)
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total number of packets and acks r time downstream from the router = rd

Figure I: Calculation of the queue length

This finishes the proof.

Notice that in this theorem, we did not use the number of packets between the source and the congested router to

estimate the queue length, because the packets downstream from the congested router and the acks on the reverse link

are equally spaced, but the packets between the source and the congested router may not be.

The analysis in this theorem is based on the assumptions in section 2. The conclusion applies to both slow start and
congestion avoidance phases. In order for equation (I) to hold, the router must have been congested tbr at least r
seconds.

4 Buffer Size Requirement and Threshold Setting

When ECN signals are used for congestion control, the network can achieve zero packet loss. When acknowledgments

are not marked, the source gradually increase the window size. Upon the receipt of an ECN-Echo, the source halves
its congestion window to reduce the congestion.

In this section, we analyze the buffer size requirement for both mark-tail and mark-front strategies. The result also

includes an analysis on how to set the threshold.

4.1 Mark-Tail Strategy

Suppose P was the packet that increascd the queue length over the threshold T, and it was sent from the source at time
so and arrived at the congested router at time to. Its acknowledgment, which was an ECN-echo, arrived at the source
at time st and the window was reduced at the same time. We also assume that the last packet before the window

reduction was sent at time s I and arrived at the congested router at time ti-.

In order to use Theorem I, we need to consider two cases separately: when T is large and when T is small, compared
to rd.

Case 1 If T is reasonably large (about rd) such that the buildup of a queue of size T needs r time, thc assumption in

Theorem I is satisfied, we have

T = Q(to) : w(to - tp) - rd = w(so) - rd, (3)

SO

W(So) -- T + rd. (4)

Since the time elapse between So and .s] is one RTT, if packet P were not marked, the congestion window would

increasc to 2W(So). Since P was marked, the congestion window before receiving the ECN-Echo was

w(s t) = 2w(s0) - 1 = 2(T + rd) - 1. (5)



Whenthelastpacketsentunderthiswindowreachedtherouterattimet1, the queue length was

Q(t_) = w(s-[) - rd = 2w(s0) - 1 - rd = 2T + rd- 1. (6)

Upon the receipt of ECN-Echo, the congestion window was halved. The source can not send any more packets before

half of the packets are acknowledged. So 2T + rd - 1 is the maximum queue length.

Case 2 If T is small, rd is an overestimate of the number of downstream packets and acks on the reverse link.

w(so) = T + number of downstream packets and acks < T + rd. (7)

Therefore,

Q(t_) = w(s_-) - rd = (2W(So) - 1) - rd < 2(T + rd) - 1 - rd = 2T + rd - 1. (8)

So, in both cases, 2T + rd - 1 is an upper bound of queue length that can be reached in slow start phase.

Theorem 2 In a TCP connection with ECN congestion control, if the fixed round trip time is r seconds, the bottleneck

link rate is d packets per second, and the bottleneck router uses threshold T for congestion detection, then the maximum

queue length can be reached #1 slow start phase is less than or equal to 2T + rd - 1.

As shown by equation (6), when T is large, the bound 2T + rd - I can be reached with equality. When T is small,

2T + rd - 1 is just an upper bound. Since the queue length in congestion avoidance phase is smaller, this bound is
actually the buffer size requirement.

4.2 Mark-Front Strategy

Suppose P was the packet that increased the queue length over the threshold T, and it was sent from the source at time

So and arrived at the congested router at time to. The router marked the packet pi that stood in the front of the queue.
The acknowledgment of pt, which was an ECN-echo, arrived at the source at time sl and the window was reduced

at the same time. We also suppose the last packet before the window reduction was sent at time s i- and arrived at the

congested router at time t_-.

Consider two cases separately: when T is large and when T is small.

Case I If T is reasonably large (about rd) such that the buildup of a queue of size T needs r time, the assumption in
Theorem 1 is satisfied. We have

T = Q(to) = w(to - tp) - rd = W(So) - rd, (9)

SO

W(So) = T + rd. (10)

In slow start phase, the source increases the congestion window by one for every acknowledgment it receives. If the

acknowledgment of P was received at the source without the congestion indication, the congestion window would be
doubled to

2W(So) = 2(T + rd).

However, when the acknowledgment of p, arrived, T - 1 acknowledgments corresponding to packets prior to P were

still on the way. So the window size at time s_- was

w(s_) ----2W(So) - (T - 1) - 1 -= T+ 2rd. (11)



When the last packet sent under this window reached the router at time ti-, the queue length was

Q(tl) = w(s_) - rd = T + 2rd- rd = T + rd. (12)

Upon the receipt of ECN-Echo, congestion window is halved. The source can not send any more packets before half

of the packets are acknowledged. So T + rd is the maximum queue length.

Case 2 If T is small, rd is an overestimate of the number of downstream packets and acks on the reverse link.

W( So ) = T + number of downstream packets and acks < T + rd. (I 3)

Therefore,

Q(t;) = w(s l) - rd = (2w(s0) - T) - rd < 2(T + rd) - T- rd = T + rd. (14)

So, in both cases, T + rd is an upper bound of queue length that can be reached in the slow start phase.

Theorem 3 bJ a TCP connection with ECN congestion control, if the fixed round trip time is r seconds, the bottleneck

link rate is d packets per second, attd the bottleneck router uses threshold T for congestion detection, then the maximum

quetw length that can be reached in slow start phase is less than or equal to T + rd.

Again, when T is large, equation (12) shows the bound T + rd is tight. Since the queue length in congestion avoidance

phase is smaller, this bound is actually the buffer size requirement.

Thcorem 2 and 3 estimate the buffer size requirement for zero-loss ECN congestion control.

4.3 Threshold Setting

In the congestion avoidance phase, congestion window increases roughly by one in every RTT. Assuming mark-tail

strategy is used, using the same timing variables as in the previous subsections, we have

w(so) = Q(to) + rd = T + rd. (15)

The congestion window incrcases roughly by one in an RTT,

W(Sl ) = T + rd + 1. (16)

When the last packet sent before the window reduction arrived at the router, it saw a qucue length oft + 1:

Q(t{) = w(sl) - rd = T+ 1. (17)

Upon the receipt of the ECN-Echo, the window was halved:

w(sl) = (T+rd+ 1)/2. (18)

The source may not be able to send packets immediately after sl. After some packets were acknowledged, the halved

window allowed new packets to be sent. The first packet sent under the new window saw a queue length of

Q(t, ) = w(,s 1) -- 7d = (T Jr" rd -1- 1)/2 - rd = (T - rd + 1)/2. (I 9)

The congestion window was fixed for an RTT and then began to increase. So Q(tl ) was the minimum queuc Icngth in

a cycle.

[n summary, in the congestion avoidance phase, the maximum queue length is T + 1 and the minimum queue length

is (T- rd+ 1)/2.



In order to avoid link idling, we should have (T - rd + 1)/2 >_ 0 or equivalently, T > rd - 1. On the other hand, if
minQ is always positive, the router keeps an unnecessarily large queue and all packets suffer a long queueing delay.

Therefore, the best choice of threshold should satisfy

(T - rd + 1)/2 = O, (20)

or

T = rd- 1. (21)

If mark-front strategy is used, the source's congestion window increases roughly by one in every RTT, but congestion

feedback travels faster than the data packets. Hence

Q(s_) = T + rd + e, (22)

where e is between 0 and I, and depends on the location of the congested router. Therefore,

Q(t_) = w(si) - rd = T + e, (23)

w(sl) = (T + rd + e)/2, (24)

Q(tl) = w(s_) - rd = (T + rd + e)/2- rd = (T- rd + e)/2. (25)

For the reason stated above, the best choice of threshold is T = rd - e. Compared with rd, the difference between
rd - e and rd - 1 can be ignored. So we have the following theorem:

Theorem 4 In a path with only one connection, the optimal threshoM that achieves full link utilization while keeping

queuehlg delay minimal in congestion avoMance phase is rd - 1. If the threshoM is smaller than this value, the link
will be under-utilized. If the threshold is greater than this vahw, the link can be full utilized, but packets will suffer an

unnecessarily large queuehlg dela3:

Combining the results in Theorem 2, 3 and 4, we can see that the mark-front strategy reduces the buffer size require-

ment from about 3rd to 2rd. It also reduces the congestion feedback's delay by one fixed round-trip time.

5 Lock-out Phenomenon and Fairness

One of the weaknesses of mark-tail policy is its discrimination against new flows. Consider the time when a new flow

joins the network, but the buffer of the congested router is occupied by packets of old flows. In the mark-tail strategy,
the packet that just arrived will be marked, but the packets already in the buffer will be sent without being marked.

The acknowledgments of the sent packets will increase the window size of the old flows. Therefore, the old flows
which already have large share of the resources will grow even larger. However, the new flow with small or no share

of the resources has to back off, since its window size will be reduced by the marked packets. This causes a "lock-out"
phenomenon in which a single connection or a few flows monopolize the buffer space and prevent other connections

from getting room in the queue [16]. Lock-out leads to gross unfairness among users and is clearly undesirable.

Contrary to the mark-tail policy, the mark-front strategy marks the packets in the buffer first. Connections with large
buffer occupancy will have more packets marked than connections with small buffer occupancy. Compared with the

mark-tail strategy that let the packets in the buffer escape the marking, mark-front strategy helps to prevent the lock-out
phenomenon. Therefore, we can expect that mark-front strategy to be fairer than mark-tail strategy.

TCP's discrimination against connections with large RTT is also well known. The cause of this discrimination is
similar to the discrimination against new connections. If connections with small RTr and large RTI" start at the same

time, the connections with small RTT will receive their acknowledgment faster and therefore grow faster. When

congestion happens, connections with small RTr will take more buffer room than connections with large RTY. With
mark-tail policy, packets already in the queue will not be marked but only newly arrived packets will be marked.

Therefore, connections with small RTT will grow even larger, but connections with large RTI" have to back off. Mark-
front alleviates this discrimination by treating all packets in the buffer equally. Packets already in the buffer may also

be marked. Therefore, connections with large RTI" can have larger bandwidth.
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6 Simulation Results

In order to compare the mark-front and mark-tail strategies, we performed a set of simulations with the ns simulator

[8]. We modified the RED algorithm in ns simulator to deterministically mark the packets when the real queue

length exceeds the threshold. The basic simulation model is shown in Figure 2. A number of sources sl, s2,..., sm

are connected to the router rl by 10 Mbps links, router rl is connected to r2 by a 1.5 Mbps link, and destinations

dl, d2,..., dm are connected to r2 by 10 Mbps links. The link speeds are chosen so that congestion will only happen

at the router rl, where mark-tail and mark-front strategies are tested.

With the basic configuration shown in Figure 2, the fixed round trip time, including the propagation time and the

transmission time at the touters, is 59 ms. Changing the propagation delay between router rl and r2 from 20 ms to 40

ms gives an RTI" of 99 ms. Changing the propagation delays between the sources and router 'F1 gives us configurations

of different RTT. An FTP application runs on each source. Reno TCP and ECN are used for congestion control. The

data packet size, including all headers, is 1000 bytes and the acknowledgment packet size is 40 bytes.

With the basic configuration,

rd = 0.059 x 1.5 x 106 bits = 11062.5 bytes ,-_ 11 packets

In our simulations, the routers perform mark-tail or mark-front. The results tbr both strategies are compared.

6.1 Simulation Scenarios

In order to show the difference between mark-front and mark-tail strategies, we designed the following simulation

scenarios based on the basic simulation model described in Figure 2. If not specified, all connections have an RTT of

59 ms, start at 0 second and stop at the 10th second.

I. One connection.

2. Two connections with the same RTT.

3. Two overlapping connections with the same RTT, but the first connection starts at 0 second and stops at the 9th

second, the second connection starts at the first second and stops at the 10th second.

4. Two connections with RTI" equal to 59 and 157 ms respectively.

5. Two connections with same RTT, but the buffer size at the congested router is limited to 25 packets.

6. Five connections with the same RTT.

7. Five connections with RRT of 59, 67, 137, 157 and 257 ms respectively.

8. Five connections with the same RTT, but the buffer size at the congested router is limited to 25 packets.



Scenarios I, 4, 6 and 7 are mainly designed for testing the buffer size requirement. Scenarios l, 3, 4, 6, 7, 8 are for

link efficiency, and scenarios 2, 3, 4, 5, 6, 7 are for fairness among users.

6.2 Metrics

We use three metrics to compare the two strategies. The first metric is the buffer size requirement for zero loss
congestion control. This is the maximum queue size that can be built up at the router in the slow start phase before the

congestion signal takes effect at the congested router. If the buffer size is greater or equal to this value, no packet loss

will happen. This metric is measured as the maximum queue length in the entire simulation.

The second metric, lh_k efficiency, is calculated from the number of acknowledged packets (not counting the retrans-
missions) divided by the possible number of packets that can lye transmitted during the simulated time. Because of the

slow start phase and possible link idling after the window reduction, the link efficiency is always smaller than 1. Link
efficiency should be measured with long simulation time to minimize the effect of the initial transient state. We tried
different simulation times from 5 seconds to 100 seconds. The results for 10 seconds show the essential features of the

strategy, without much difference from the results for 100 seconds. So the simulation results presented in this paper
are based on 10-second simulations.

The third metric,fi_irness index, is calculated according to the formula in [17]. If m connections share the bandwidth,

and xi is the number of acknowledged packets of connection i, then the fairness index is calculated as:

fairness - (Eim=l Zi)2 (26)
m 2

r/t Zi=I Xi

fairness index is often close to I, in our graphs, we draw the unfairness index:

unfairness = 1 - fairness. (27)

The performance of ECN depends on the selection of the threshold value. In our results, all three metrics are drawn
for different values of threshold.

6.3 Buffer Size Requirement

Figure 3 shows the buffer size requirement for mark-tail and mark-front. The measured maximum queue lengths are
shown with "ra" and "A". The corresponding theoretical estimates from Theorem 2 and 3 are shown with dashed and

solid lines. In Figure 3(b) and 3(d), where the connections have different RTT, the theoretical estimate is calculated
from the smallest RTT.

From the simulation, we find that for connections with the same RTT, the theoretical estimate of buffer size requirement

is accurate. When threshold T is small, the buffer size requirement is an upper bound, when T >_ rd, the upper bound
is tight. For connections with different RTI', the estimate given by the largest RTT is an upper bound, but is usually an

over estimate. The estimate given by the smallest R'Iq" is a closer approximation.

6.4 Link Efficiency

Figure 4 shows the link efficiency for various scenarios. In all cases, the efficiency increases with the threshold, until
the threshold is about rd, where the link reaches almost full utilization. Small threshold results in low link utilization

because it generates congestion signals even when the router is not reaJly congested. Unnecessary window reduction

actions taken by the source lead to link idling. The link efficiency results in Figure 4 verify the choice of threshold
stated in Theorem 4.

In the unlimited buffer cases (a), (b), (d), (e), the difference between mark-tail and mark-front is small. However,

when the buffer size is limited as in cases (c) and (f), mark-front has much better link efficiency. This is because

when congestion happens, mark-lront strategy provides a taster congestion feedback than mark-tail. Faster congestion
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Figure 3: Buffer size requirement in various scenarios

feedback prevents the source from sending more packets that will be dropped at the congested router. Multiple drops

cause source timeout and idling at the bottleneck link, and thus the tow utilization. This explains the drop of link

efficiency in Figure 4 (c) and (I) when the threshold exceeds about 10 packets for mark-tail and about 20 packets in

mark-front.

6.5 Fairness

Scenarios 2, 3, 4, 5, 6, 7 are designed to test the scenario of the two marking strategies. Figure 5 shows lock-out

phenomenon and alleviation by mark-front strategy. With the mark-tail strategy, old connections occupy the buffer

and lock-out new connections. Although the two connections in scenario 3 have the same time span, the number of the

acknowledged packets in the first connection is much larger than that of the second connection, Figure 5(a). In scenario

4, the connection with large RTT (157 ms) starts at the same time as the connection with small RTT (59 ms), but the

connection with small RTT grows faster, takes over a large portion of the buffer room and locks out the connection

with large RTI'. Of all of the bandwidth, only 6.49% is allocated to the connection with large RTT. Mark-front strategy

alleviates the discrimination against large RTT by marking packets already in the buffer. Simulation results show that

mark-front strategy improves the portion of bandwidth allocated to connection with large R'I'I" from 6.49% to 21.35%.

Figure 6 shows the unfairness index for the mark-tail and the mark-front strategies. In Figure 6(a), the two connections
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Figure 5: Lock-out phenomenon and alleviation by mark-front strategy

have the same configuration. Which connection receives more packets than the other is not deterministic, so the
unfairness index seems random. But in general, mark-front has smaller unfairness index than mark-tail.

In Figure 6(b), the two connections are different: the first connection starts first and takes the buffer room. Although
the two connections have the same time span, if mark-tail strategy is used, the second connection is locked out by

the first and therefore receives fewer packets• Mark-front avoids this lock-out phenomenon. The results show that
the unfairness index of mark-front is much smaller than that of mark-tail. In addition, as the threshold increases, the

unfairness index of mark-tail increases, but the mark-front remains roughly the same, regardless of the threshold.

Figure 6(c) shows the difference on connections with different RTT. With mark-tail strategy, the connections with

small RTT grow faster and therefore Iockcd out the connections with large RTT. Since mark-front strategy does not
have the lock-out problem, the discrimination against connections with large RTT is alleviated. The difference of the

two strategies is obvious when the threshold is large.

Figure 6(e) shows the unfairness index when the router buffer size is limited. In this scenario, when the buffer is full,
the router drops the the packet in the front of the queue. Whenever a packet is sent, the router checks whether the
current queue size is larger than the threshold. If yes, the packet is marked. The figure shows that mark-front is fairer
than mark-tail.

Similar results for five connections are shown in Figure 6(d) and 6(1).

7 Apply to RED

The analytical and simulation results obtained in previous sections are based on the simplified congestion detection

model that a packet leaving a router is marked if the actual queue size of the router exceeds the threshold. However,
RED uses a different congestion detection criterion. First, RED uses average queue size instead of the actual queue

size. Second, a packet is not marked deterministically, but with a probability calculated from the average queue size.

In this section, we apply the mark-front strategy to the RED algorithm and compare the results with the mark-tail

strategy. Because of the difficulty in analyzing RED mathematically, the comparison is carded out by simulations
only.

RED algorithm needs four parameters: queue weight w, minimum threshold thmin, maximum threshold thm_= and

maximum marking probability p,_,,=. Although determining the best RED parameters is out of the scope of this paper,
we have tested several hundred of combinations. In almost all these combinations, mark-front has better performance

than mark-tail in terms of buffer size requirement, link efficiency and fairness.

12



0.5

0.45

0.4

0.35

03

0.25

0.2

0,15

0.1

0,05

0
0

i i i

Mark Front ---
Mark Tail

•,%'-,

i

¢=

"E

10 20 30 40 50 60 70
Threshold

(a) Two sarnc connections

0.5

0.45

0,4

0.35

0.3

0.25

02

0.15

0.1

0,05

0

i

Mark Front --
Mark Tail - --

:/

_ ,'--

10 20 30 40 .50 60 70
Threshold

(b) Two overlapping connections

m

E

'E

E

5

0.5 r i .....
0.45 "-, ,,

_Vt, ?, t_,, ....... -
o,u ,,....

o,
0.15

0,I

0.05

0
0

Mark Front --
Mark Tail -

I I L ,t I i

10 20 30 40 50 60 70

05

045

04

0.35

0.3

E 025

0.2

0.15

0.1

0.05

0

7 I I I T--

0.5

0.45 t

0,4 f
0.35

0,3 I0.25

0,2

0.15

0,1

0.05

0

Mark Front •
Mark Tail -

\

10 20 30 40 50 60 70
Threshold Threshold

0.5

0,45

04

0.35

0.3

025

0.2

0.t5

0.1

0.05

0

(c) Two connections with differenl RTT

Mark Front --
Mark Tail

5 10 15 20 25
Threshold

(e) Five same connections, limited buffer

(d) Five same connections

Mark Front --
Mark Tail --

r r i i

10 20 30 40
Threshold

50 60 70

(t') Five connections with different RTT

Figure 6: Unfairness in various scenarios

13



3,50 _

Mark Front --

Mark Tail
3OO

250

200

150

100

50

0 - J

0 10

I-

_f_Jf

20 30 40 50 60 70

Threshold

(a) w=O.002

180

160

140

E

120

i i

Mark Front

Mark Tail -

j --

/-

/-

J

40 /-"

20 ,//

0 i i

0 10 20

I I I I

30 40 50 60 70

Threshold

(b) w=0.02

-3

.=

160

140

120

1 O0

80

60

Mark Front ....
Mark Tail -

40

20

0

140

120

100

80

60

4o

7
20

f

__ _--t_ = 0

t 0 20 30 40 50 60 70

Threshold

i i

Mark Front --

Mark Tail =-

/
i

I0 t i im__.__2 30 40 50 60 70
Threshold

(c) w=O.2 (d) w=l

Figure 7: Buffer size requirement for different queue weight, Pmaz ---- 0.1

Instead of presenting individual parameter combinations for all scenarios, we focus on one scenario and present the

results for a range of parameter values. The simulation scenario is the scenario 3 of two overlapping connections
described in section 6. I. Based on the recommendations in 113], we vary the queue weight w for four values: 0.002,
0.02.0.2 and I, vary thmi,= from I to 70, fix th,,,= as 2thrum, and fix p_,_= as 0.1.

Figure 7 shows the buffer size requirement for both strategies with different queue weight. In all cases, mark-front

strategy requires smaller buffer size than the mark-tail. The results also show that queue weight w is a major factor
affecting the buffer size requirement. Smaller queue weight requires larger buffer. When the actual queue size is used

(corresponding to w = 1), RED requires the minimum buffer size.

Figure 8 shows the link efficiency. For almost all values of threshold, mark-front provides better link efficiency than

mark-tail. Contrary to the common belief, the actual queue size (Figure 8(d)) is no worse than the average queue size
(Figure 8(a)) in achieving higher link efficiency.

The queue size trace at the congested router shown in Figure 9 provides some explanation for the smaller buffer

size requirement and higher efficiency of mark-front strategy. When congestion happens, mark-front delivers faster
congestion feedback than mark-tail so that the sources can stop sending packets earlier. In Figure 9(a), with mark-tail

signal, the queue size stops increasing at 1.98 second. With mark-front signal, the queue size stops increasing at 1.64
second. Therefore mark-front strategy needs smaller buffer.
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On the other hand, when congestion is gone, mark-tail is slow in reporting the change of congestion status. Packets
leaving the router still carry the congestion information set at the time when they entered the queue. Even if the queue

is empty, these packets still tell the sources that the router is congested. This out-dated congestion information is
responsible for the link idling around 6th second and 12th second in Figure 9(a). As a comparison, in Figure 9(b), the

same packets carry more up-to-date congestion information to tell the sources that the router is no longer congested,

so the sources send more packets in time. Thus mark-front signal helps to avoid link idling and improve the efficiency.

Figure I 0 shows the unfairness index. Both mark-front and mark-tail have big oscillations in the unfairness index when
the threshold changes. These oscillations are caused by the randomness of how many packets of each connection get

marked in the bursty TCP slow start phase. Changing the threshold value can significantly change the number of
marked packets of each connection. In spite of the randomness, in most cases mark-front is fairer than mark-tail.

8 Conclusion

In this paper we analyze the mark-front strategy used in Explicit Congestion Notification (ECN). Instead of marking
the packet from the tail of the queue, this strategy marks the packet in the front of the queue and thus delivers faster

congestion signals to the source. Compared with the mark-tail policy, mark-front strategy has three advantages. First,
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it reduces the buffer size requirement at the routers. Second, it provides more up-to-date congestion information to help

the source adjust its window in time to avoid packet losses and link idling, and thus improves the link efficiency. Third,
it improves the fairness among old and new users, and helps to alleviate TCP's discrimination against connections with

large round trip time.

With a simplified model, we analyze the buffer size requirement for both mark-front and mark-tail strategies. Link

efficiency, fairness and more complicated scenarios are tested with simulations. The results show that mark-front
strategy achieves better performance than the current mark-tail policy. We also apply the mark-front strategy to the

RED algorithm. Simulations show that mark-front strategy used with RED has similar advantages over mark-tail.

Based on the analysis and the simulations, we conclude that mark-front is an easy-to-implement improvement that
provides a better congestion control that helps TCP to achieve smaller buffer size requirement, higher link efficiency

and better fairness among users.
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Abstract

Computer networks use congestion feedback from the

routers and destinations to control the transmission load.

Delivering timely congestion feedback is essential to the

performance of networks. Reaction to the congestion can

be more effective if faster feedback is provided. Current

TCP/IP networks use timeout, duplicate ACKs and ex-

plicit congestion notification (ECN) to deliver the con-

gestion feedback, each provides a faster feedback than

the previous method. In this paper, we propose a mark-

front strategy that delivers an even taster congestion feed-

back. With analytical and simulation results, we show that

mark-front strategy reduces buffer size requirement, im-

proves link efficiency and provides better fairness among

users.

Kevwords: Explicit Congestion Notification, mark-front,

congestion control, buffer size requirement, fairness.

I Introduction

Computer networks use congestion feedback from the

touters and destinations to control the transmission load.

When the feedback is "not congested", the source slowly

increases the transmission window. When the feedback

is "congested", the source reduces its window to alleviate

thc congestion [ I ]. Delivering timely congestion feedback

is essential to the performance of networks. The faster the

feedback is, the more effective the reaction to congestion

can be.

TCP/IP networks uses three methods -- timeout, dupli-

cate ACKs and ECN -- to deliver congestion feedback.

In 1984, Jain [2] proposed to use timeout as an indicator

of congestion. When a packet is sent, the source starts

a retransmission timer. If the acknowledgment is not re-

ceived within a ccrtain period of time, the source assumes

congestion has happened and the packet has been lost be-

cause of the congestion. The lost packet is retransmitted

"This research was sponsored in part by NSF Award #9809018 and

NASA Glen Research Cenler.

and the source's congestion window is reduced. Since it

has to wait for the timer to expire, timeout turns out to be

the slowest feedback.

With duplicate ACKs, the receiver sends an acknowledg-

ment after the reception of a packet. If a packet is not

received but its subsequent packet arrives, the ACK for

the subsequent packet is a duplicate ACK. TCP source in-

terprets the reception of three duplicate ACKs as an in-

dication of packet loss. Duplicate ACKs avoid the long

wait for the retransmission timer to expire, and therelore,

delivers a faster feedback than timeout.

Both timeout and duplicate ACKs methods send conges-

tion feedback at the cost of packet losses, which not only

increase the traffic in the network, but also add large trans-

fer delay. Studies [3, 4, 5, 6, 7] show that the throughput of

the TCP connection is limited by packet loss probability.

The congestion feedbacks from timeout and duplicate

ACKs are implicit because they are inferred by the net-

works. In timeout method, incorrect timeout value may

cause erroneous inference at the source. In duplicate

ACKs method, all layers must send the packets in order. If

some links have selective local link-layer retransmission,

like those used in wireless links to combat transmission er-

rors, the packets are not delivered in order. The inference

of congestion from duplicate ACKs us no longer valid.

Ramakrishnan and Jain's work in [8], which has been pop-

ularly called the DECbit scheme, uses a single bit in the

network layer header to signal the congestion. The Ex-

plicit Congestion Notification (ECN) 19, 101, motivated by

the DECbit scheme, provides a mechanism for intermedi-

ate routers to send early congestion feedback to the source

before actual packet losses happen. The routers monitor

their queue length. If the queue length exceeds a thresh-

old, the router marks the Congestion Experienced bit in

the IP header. Upon the reception of a marked packet, the

receiver marks the ECN-Echo bit in the TCP header of the

acknowledgment to send the congestion feedback back to

the source. In this way, ECN delivers an even faster con-

gestion feedback explicitly set by the touters.

In most ECN implementations, when congestion happens,

the congested router marks the incoming packet. When



the buffer is full or when a packet needs to be dropped

as in Random Early Detection (RED), some implementa-

tions have the "drop from front" option to drop packets
from the front of the queue, as suggested in Yin [12] and

Lakshman [I 3]. However, none of these implementations
mark the packet from the front of the queue.

In this paper, we propose the "mark-front" strategy. When

a packet is sent from a router, the router checks whether its

queue length is greater than the pre-determined threshold.
If yes, the packet is marked and sent to the next router.

The mark-front strategy differs from the current "mark-

tail" policy in two ways. First, the router marks the packet
in the front of the queue and not the incoming packet, so

the congestion signal does not undergo the queueing delay

as the data packets. Second, the router marks the packet
at the time when it is sent, and not at the time when the

packet is received. In this way, a more up-to-date conges-
tion feedback is given to the source.

The mark-front strategy also differs from the "drop from

front" option, because when packets are dropped, only im-
plicit congestion feedback can be inferred from timeout or

duplicate ACKs. When packets are marked, explicit and

faster congestion feedback is sent to the source.

Our study finds that, by providing faster congestion feed-

back, mark-front strategy reduces the buffer size require-
ment at the routers; it avoids packet losses and thus im-

proves the link efficiency when the buffer size in routers is
limited. Our simulations also show that mark-front strat-

egy improves the fairness among old and new users, and

alleviates TCP's discrimination against connections with
large round trip times.

This paper is organized as follows. In section 2 we de-
scribe the assumptions for our analysis. Dynamics of

queue growth with TCP window control is studied in sec-

tion 3. In section 4, we compare the buffer size require-
ment of mark-front and mark-tail strategies. In section 5,

we explain why mark-front is fairer than mark-tail. In sec-
tion 6, the simulation results that verify our conclusions
are presented.

coming packet will not be marked; when the actual queue

length exceeds the threshold, the incoming packet will be
marked.

We also make the following assumptions. (1) Receiver
windows are large enough so the bottleneck is in the net-

work. (2) Senders always have data to send. (3) There

is only one bottleneck link that causes queue buildup. (4)
Receivers acknowledge every packet received and there

are no delayed acknowledgments. (5) The queue length is
measured in packets and all packets have the same size.

3 Queue Dynamics

In this section, we study the relationship between the win-
dow size at the source and the queue size at the congested

router. The analysis is made on one connection, simula-

tion results of multiple connections will be presented in
section 6.

Under the assumption of one bottleneck, when congestion

happens, packets pile up only at the bottleneck router. The

tbllowing lemma is obvious.

Lemma 1 If the data rate of the bottleneck link is d pack-
ets per second, then the inter-arrival time of downstream

packets and ACKs for this connection can not be shorter
than 1/d seconds. If the bottleneck Ih_k is fully-loaded,

then the inter-arrival time is 1/d seconds.

Dcnote the source window size at time t as w(t), then we
have

Theorem I Consider a transmission path with only one
bottleneck link. Suppose the fixed round trip time is r sec-

onds, the bottleneck link rate is d packets per second, and

the propagation between the source and bottleneck router
is tp. If the bottleneck link has been busy for at least r

seconds, and a packet arrives at the congested router at
time t, then the queue length at the congested router is

c2(t) = w(t - t_) - rd. (t)

2 Assumptions

In [9], ECN is proposed to be used with average queue
length and RED. The purpose of average queue length is

to avoid sending congestion signals caused by bursty traf-

fic, and the purpose of RED is to desynchronize sender
windows [14, 15] so that the router can have a smaller

queue. Because average queue length and RED are diffi-
cult to analyzed mathematically, in this paper we assume

a simplified congestion detection criterion: when the ac-
tual queue length is smaller than the threshold, the in-

Proof Consider the packet that arrives at the congested
router at time t. It was sent by the source at time t -

tp. At that time, the number of packets on the forward
path and outstanding ACKs on the reverse path was w(t -

tp). By time t, tvd ACKs are received by the source. All

packets between the source and the router have entered the
congested router or have been sent downstream. As shown

in Figure i, the pipe length from the congested router to

the receiver, and back to the source is r - tp. The number
of downstream packets and outstanding ACKs are (r -

tp)d. The rest of the w(t - tp) unacknowledged packets
are still in the congested router. So the queue length is



tp

T --

? ? !-i ?_LLI--tHF-'_LI--! Lt -_

total number of packets and acks r time downstream from the router = rd

Figure 1: Calculation of the queue length

Q(t) = w(t-tp)-tpd-(r-tp)d = w(t-tp)-rd. (2)

This linishes the proof.

Notice that in this theorem, we did not use the number

of packets between the source and the congested router

to estimate the queue length, because the packets down-

stream from the congested router and the ACKs on the

reverse path are equally spaced, but the packets between

the source and the congested router may not be.

4 Buffer Size Requirement

ECN feedback can be used to achieve zero-loss conges-

tion control. If routers have enough buffer space and the

threshold value is properly set, the source can control the

queue length by adjusting its window size based on the

ECN feedback. The buffer size requirement will be the

maximum queue size that can be reached before the win-

dow reduction takes effect. In this section, we use The-

orem I to study the buffer size requirement of mark-tail

and mark-front strategies.

4.1 Mark-Tail Strategy

Suppose P is the packet that increased the queue length

over the threshold T, and it was sent from the source at

time So and arrived at the congested router at time to. Its

acknowledgment, which was an ECN-echo, arrived at the

source at time sl and the window was reduced at the same

time. We also assume that the last packet before the win-

dow reduction was sent at time s_- and arrived at the con-

gested router at time t_-.

If T is reasonably large (about rd) such that the buildup of

a queue of size T needs r time, the assumption in Theorem

I is satislied, we have

T = Q(to) = w(to - tp) - rd = W(So) - rd. (3)

If T is small, rd is an overestimate of the number of down-

stream packets and ACKs on the reverse path. So

W(So) <_ T + rd. (4)

Since the time elapse between So and 81 is one RTT, if

packet P were not marked, the congestion window would

increase to 2W(So). Because P was markcd, when the

ECN-Echo is received, the congestion window was

w(s_) = 2w(so) - 1 _< 2(T + rd) - 1. (5)

When the last packet sent under this window reached the

router at time t(, the queue length was

Q(t-_) = w(s_) - rd < 2T + rd - 1. (6)

Upon the receipt of ECN-Echo, the congestion window

was halved. The source can not send any more packets

before half of the packets are acknowledged. So 2T +

rd - 1 is the maximum queue length.

Theorem 2 In a TCP connection with ECN congestion

control, if the ftxed round trip time is r seconds, the bottle-

neck link rate is d packets per second, and the bottleneck

router uses threshold T for congestion detection, then the

maximum queue length can be reached in slow start phase

is less than or equal to 2T + rd - 1.

Wtlcn T is largc, the bound 2T + rd - 1 is tight. Since

the queue length in congestion avoidance phase is smaller,

this bound is actually the buffer size requirement.

4.2 Mark-Front Strategy

Suppose P is the packet that increased the queue length

over the threshold T, and it was sent from the source at

time So and arrived at the congested router at time to. The

router marked the packet P' that stood in the front of the

queue. The acknowledgment of P', which was an ECN-

echo, arrived at the source at time sl and the window was



reduced at the same time. We also suppose the last packet

before the window reduction was sent at time s_- and ar-

rived at the congested router at time t_-.

IfT is reasonably large (about rd) such that the buildup of

a queue of size T needs r time, the assumption in Theorem
I is satisfied. We have

T = Q(to) = w(to - tp) - rd -= W(So) - rd, (7)

If T is small, rd is an overestimate of the number of down-

stream packets and ACKs on the reverse path. So

W(So) < T + rd. (8)

In slow start phase, the source increases the congestion

window by one for every acknowledgment it receives. If
there were no congestion, upon the reception of the ac-

knowledgment of/9 the congestion window would be

doubled to 2W(So). However, when the acknowledgment
of p, arrived, T - 1 acknowledgments corresponding to

packets prior to P were still on the way. So the window

size at time s7 was

w(s_)=2w(so)-(T-1)-l <T+2rd. (9)

When the last packet sent under this window reached the
router at time t[-, the queue length was

Q(tl ) = W(Sl ) - rd <_T + 2rd- rd = T + rd. (10)

Upon the receipt of ECN-Echo, congestion window is

halved. The source can not send any more packets be-
fore half of the packets are acknowledged. So T + rd is
the maximum queue length.

Theorem 3 In a TCP connection w#h ECN congestion

control, if the fixed round trip time is r seconds, the bottle-
neck link rate is d packets per second, and the bottleneck

router uses threshold T for congestion detection, then the
maximum queue length that can be reached in slow start

phase is less than or equal to T + rd.

When T is large, the bound T + rd is tight. Since the

queue length in congestion avoidance phase is smaller,

this bound is actually the buffer size requirement.

Theorem 2 and 3 estimate the buffer size requirement for
zero-loss ECN congestion control. They show that the

mark-front strategy reduces the buffer size requirement by
rd, a bandwidth round trip time product.

5 Fairness

One of the weaknesses of mark-tail policy is its discrimi-
nation against new flows. Consider the time when a new

flow joins the network and the buffer of the congested

router is occupied by packets of old flows. With the mark-
tail strategy, the packet that just arrived will be marked,

but the packets already in the buffer will be sent without
being marked. The acknowledgments of the sent packets
will increase the window size of the old flows. Therefore,

the old flows that already have large share of the resources
will grow even larger, but the new flow with small or no
share of the resources has to back off since its window

size will be reduced by the marked packets. This is called

a "lock-out" phenomenon because a single connection or

a few flows monopolize the buffer space and prevent other
connections from getting room in the queue [16]. Lock-

out leads to gross unfairness among users and is clearly
undesirable.

Contrary to the mark-tail policy, the mark-front strategy
marks packets already in the buffer. Flows with large

buffer occupancy have higher probability to be marked.
Flows with smaller buffer occupancy will less likely to be

marked. Therefore, old flows will back off to give part of

their buffer room to the new flow. This helps to prevent
the lock-out phenomenon. Therefore, mark-front strategy

is fairer than mark-tail strategy.

TCP's discrimination against connections with large RTI's
is also well known. The cause of this discrimination

is similar to the discrimination against new connections.
Connections with small RTTs receives their acknowledg-

ment faster and therefore grow faster. Starting at the same

time as connections with large RTTs, connections with
small RTTs will take larger room in the buffer. With mark-

tail policy, packets already in the queue will not be marked
but only newly arrived packets will be marked. Therefore,

connections with small RTTs will grow even larger, but
connections with large RTI's have to back off. Mark-front

alleviates this discrimination by treating all packets in the

buffer equally. Packets already in the buffer may also be
marked. Therefore, connections with large RTTs can have

larger bandwidth.

6 Simulation Results

In order to compare the mark-front and mark-tail strate-

gies, we performed a set of simulations with the ns simu-
lator [11 ].

6.1 Simulation Models

Our simulations are based on the basic simulation model

shown in Figure 2. A number of sources sl, 82,..., am
are connected to the router rl by 10 Mbps links. Router

rl is connected to r2 by a 1.5 Mbps link. Destinations
dl,d2,... ,din are connected to r2 by 10Mbps links. The
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Figure 2: Simulation model.

link speeds are chosen so that congestion will only happen

at the router r_, where mark-tail and mark-front strategies
are tested.

With the basic configuration, the fixed round trip time, in-

cluding the propagation time and the processing time at

the routers, is 59 ms. Changing the propagation delay be-
tween router rl and r2 from 20 ms to 40 ms gives an RTT

of 99 ms. Changing the propagation delays between the
sources and router rl gives us configurations of different

RTTs. An FrP application runs on each source. The data

packet size is 1000 bytes and the acknowledgment packet
size is 40 bytes. TCP Rcno and ECN are used for conges-
tion control.

The lollowing simulation scenarios are designed on the
basic simulation model. In each of the scenarios, if not

otherwise specified, all connections have an R'Iq" of 59

ms, start at 0 second and stop at the 10th second.

1. One single connection.

2. Two connections with the same RTT, starting and
ending at the same time.

3. Two connections with the same RTT, but the first

connection starts at 0 second and stops at the 9th sec-
ond, the second connection starts at the first second

and stops at the 10th second.

4. Two connections with RTT equal to 59 and 157 ms
respectively.

5. Two connections with same RTI', but the buffer size

at the congested router is limited to 25 packets.

6. Five connections with the same RTT.

7. Five connections with RRT of 59, 67, 137, 157 and

257 ms respectively.

8. Five connections with the same RTT, but the buffer

size at the congested router is limited to 25 packets.

Scenarios I, 4, 6 and 7 are mainly designed for testing the

buffer size requirement. Scenarios 1, 3, 4, 6, 7, 8 are for

link efficiency, and scenarios 2, 3, 4, 5, 6, 7 are for fairness

among users.

6.2 Metrics

We use three metrics to compare the the results. The first

metric is the buffer size requirement for zero loss conges-
tion control, which is the maximum queue size that can be

built up at the router in the slow start phase before the con-
gestion feedback takes effect. If the buffer size is greater

or equal to this value, the network will not suffer packet
losses. The analytical results for one connection are given

in Theorem 2 and 3. Simulations will be used in multiple-
connection and different RTT cases.

The second metric, link efficiency, is calculated from the

number of acknowledged packets and the possible number
of packets that can be transmitted during the simulation

time. There are two reasons that cause the link efficiency
to be lower than full utilization. The first reason is the

slow start process. In the slow start phase, the congestion
window grows from one and remains smaller than the net-

work capacity until the last round. So the link is not fully
used in slow start phase. The second reason is low thresh-

old. If the congestion detection threshold T is too small,
ECN feedback can cause unnecessary window reductions.

Small congestion window leads to link under-utilization.
Our experiments are long enough so that the effect of the

slow start phase can be minimized.

The third metric,fairness index, is calculated according to
the method described in [17]. If m connections share the

bandwidth and :r_ is the throughput of connection i, the
fairness index is calculated as:

fairness - (Y'_i%I xi) 2m 9 (11)

When all connections have the same throughput, the fair-
hess index is 1. The farther the throughput distribution is

away from the equal distribution, the smaller the fairness
value is. Since the fairness index in our results is often
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Figure 3: Buffer size requirement in various scenarios

close to I, in our graphs, we draw the unfairness index:

unfairness = 1 - fairness, (I 2)

to better contrast the difference.

The operations of ECN depend on the threshold value T.
In our results, all three metrics are drawn lbr different val-
ues of threshold.

6.3 Results

Figure 3 shows the buffer size requirement for mark-tail

and mark-front strategies. The measured maximum queue
lengths are shown with "r3" and "/k". The corresponding

analytical estimates from Theorem 2 and 3 are shown with
dashed and solid lines. Figure 3(a) shows the buffer size

requirement for one single connection with an RTT of 59
ms. Figure 3(b) shows the requirement for two connec-

tions with different RTTs. Figure 3(c) shows the require-
ment for five connections with different RTTs. When the

connections have different RTI's, the analytical estimate
is calculated from the smallest RTT.

From these results, we find that for connections with equal
RTTs, the analytical estimate of buffer size requirement is
accurate. When threshold T is small, the buffer size re-

quirement is an upper bound, when T > rd, the upper
bound is tight. For connections with different RTTs, the

estimate given by the largest RTT is an upper bound, but is
usually an overestimate. The estimate given by the small-

est RTI"is a closer approximation.

Figure 4 shows the link efficiency. Results for mark-front

strategy are drawn with solid line, and results for mark-
tail strategy are drawn with dashed line. In most cases,

when the router buffer size is large enough, mark-front

and mark-tail have comparable link efficiency, but when
the threshold is small, mark-front have slightly lower effi-

ciency because congestion feedback is sent to the source

faster. For the same value of threshold, faster feedback

translates to more window reductions and longer link

idling.

When the router buffer size is small, as in Figure 4(c) and

Figure 4(f), mark-front has better link efficiency. This is
because mark-front sends congestion feedback to source
faster, so the source can reduce its window size sooner

to avoid packet losses. Without spending time on the re-

transmissions, mark-front strategy can improve the link
efficiency.

Figure 5 shows the unfairness. Again, results for mark-
front strategy are drawn with solid line, and results tbr

mark-tail strategy are drawn with dashed line. In Fig-

ure 5(a), the two connections have the same configuration.
Which connection receives more packets than the other is
not deterministic, so the unlairness index seems random.

However, in general, mark-front is fairer than mark-tail.

In Figure 5(b), the two connections are different: the first

connection starts first, occupies the buffer room and locks

out the second connection. Although they have the same
time span, the second connection receives fewer pack-
ets than zhe first. Mark-front avoids this lock-out phe-

nomenon and improves the fairness. In addition, as the
threshold increases, the unfairness index of mark-tail in-

creases, but the mark-front remains roughly the same, re-
gardless of the threshold. Results for five same connec-

tions are shown in Figure 5(d).

Figure 5(c) shows the difference on connections with dif-
ferent RTTs. With mark-tail strategy, the connections with

small RTFs grow faster and therefore locked out the con-
nections with large RTrs. Mark-front strategy avoids the

lock-out problem and alleviate the discrimination against

connections with large RTT. The difference of the two
strategies is obvious when the'threshold is large. Results
for five connections with different RTTs are shown in Fig-
ure 5(13.
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Figure 5(e) shows the unfairness when the router buffer

size is limited. In this scenario, the mark-tail strategy
marks the incoming packet when the queue length exceeds

the threshold, and drops the incoming packet when the
buffer is full. The mark-front strategy, on the other hand,

marks and drops the packets from the front of the queue

when necessary. The results show mark-front strategy is
fairer than mark-tail.

7 Conclusion

In this paper we study the mark-front strategy used in

ECN. Instead of marking the packet from the tail of the
queue, this strategy marks the packet in the front of the

queue and thus delivers faster congestion feedback to the
source. Our study reveals mark-front's three advantages

over mark-tail policy. First, it reduces the buffer size re-

quirement at the routers. Second, when the buffer size is

limited, it reduces packet losses and improves the link effi-
ciency. Third, it improves the fairness among old and new

users, and helps to alleviate TCP's discrimination against
connections with large round trip times.

With a simplified model, we analyze the buffer size re-
quirement for both mark-front and mark-tail strategies.

Link efficiency, fairness and more complicated scenar-
ios are tested with simulations. The results show that

mark-front strategy has better performance than the cur-
rcnt mark-tail policy.
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